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ABSTRACT: Tomographic imaging is the inversion of a field param- 
eter using boundary observations. Current techniques make different 
simplifying hypotheses. In geotechnical tomography the straight ray 
assumption is most common. Problems arise when the wavelength is 
of the same order of magnitude as the size of the inclusion. In this 
case, the physics of diffraction creates significant effects behind the 
anomaly, limiting the applicability of ray assumptions. This experi- 
mental study addresses the effect of diffraction and its potential con- 
sequences on inversion problems. The investigation is conducted us- 
ing inclusion size to wavelength ratios between 1 and 10, with objects 
of various relative velocity and impedance. Travel times, power den- 
sity, and signal duration are analyzed. Results demonstrate the heal- 
ing effects of diffraction, frequency and impedance-dependent back- 
scatter, and energy focusing. Hand-picked and cross-correlation-based 
travel times are compared. It is shown that both low- and high-velocity 
inclusions may become undetectable at some distance behind the 
object, that there is little effect of frequency on travel time but sig- 
nificant effect on power spectral density, and that high-velocity in- 
clusions may be detected as low-velocity inclusions when travel time 
data are used. 

KEYWORDS: geophysical methods, tomography, inversion, diffrac- 
tion, crosshole testing 

Tomographic imaging is the inversion of a field parameter 
using boundary measurements. In the context of geotechnical 
applications, waves are emitted into an unknown region and 
received at locations on the periphery. Inversion attempts to 
reconstruct the medium that would act as the proper transfer 
function between the input signal and the output. 

Most work conducted so far has centered on the inversion of 
travel times to reconstruct the velocity field (Tallin and Santa- 
marina 1990). Ray assumptions are generally made in this type 
of solution. Wielandt (1987) used numerical simulation to dem- 
onstrate the consequences of diffraction on measured travel times. 
He concluded that diffraction limits the applicability of ray-based 
inversions. 

This paper presents a brief discussion of ray assumptions and 
diffraction from the point of view of geotechnical tomography. 
Wielandt's study and findings are summarized. Then, an exper- 
imental investigation of the effects of diffraction as a function of 
wave length and inclusion type is discussed. 
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Ray Assumption and Diffraction 

The interaction of waves with inch~sions depends primarily on 
the size of the inclusion, D, relative to the wave length, h. The 
ray assumption generally applies when D/h >> 1. 

Ray  A s s u m p t i o n  

Travel time is the integral of the reciprocal of the velocity, v, 
over the traveled path from a source, a, to a receiver, b 

t =  - .  ds 
V 

Since ray path is a function of the velocity field, it is not possible 
to know the ray path in advance, the integral cannot be evalu- 
ated, and the problem is nonlinear. The problem may be lin- 
earized assuming that the straight path is the path of shortest 
travel time; this is known as the "straight ray assumption." How- 
ever, first arrivals correspond to travel paths that minimize time, 
not distance. For example, in the case of a homogeneous medium 
with a high-velocity inclusion, nonstraight rays that travel through 
a high-velocity anomaly could arrive at a_ receiving point before 
the straight ray. 

The straight ray assumption dominated developments in geo- 
technical tomography during the 1980s, as an extension of X-ray 
tomographic imaging in medical applications. From optics, the 
straight ray approximation applies if (Dines and Lytle 1979): (1) 
the travel length L >> h/2~r, (2) the slow variation of the refraction 
index is such that straight ray is a good description, and (3) the 
wavelength is much smaller than the skin depth, i.e., distance 
at which the signal attenuates to 1/e. Condition 2 constrains the 
relative impedance of the inclusion with respect to the back- 
ground. Dynes and Lytle (1979) concluded on the basis of limited 
data that velocity contrasts lower than 16 to 30% could be suc- 
cessfully inverted using linear ray tomography. If these condi- 
tions do not apply, yet D >> h, ray bending due to refraction can 
be taken into consideration in iterative algorithms. However, the 
problem is nonlinear, and difficulties with local minima, con- 
vergence, and uniqueness increase. 

Travel Time 

An additional difficulty in travel-time-based inversions is the 
precision required in the measurement of travel times and the 
effect of errors in the back calculation of travel paths. Assuming 
homogeneous isotropic media, an error, At, in the measurement 
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of the travel time, to, could be interpreted as a deviation, ~, at 
the midpoint of the straight path, Lo. A simple analysis based 
on the Pythagorean relation shows that (Santamarina and Cesare 
1992) 

1 At 
~o : 2  ~ o + 1  - 1  (1) 

Therefore, a 1% error in the measurement of to results in an 
uncertainty, ~, in the length of the travel path of 7% Lo. There- 
fore, measurement errors may override the effect of small low- 
velocity inclusions and affect the planning of experimental stud- 
ies, e.g., separation of sources and receivers. 

Diffraction 

When the size of inclusions, D, is in the same order of mag- 
nitude as the wavelength, k, the ray approximation does not 
apply, and propagation must be considered from the point of 
view of the wave front and scattered energy. In this case, the 
full signature is used. Inversion algorithms in diffraction tomog- 
raphy have been developed (Pan and Kak 1983; King, Witten, 
and Reed 1989; Devaney 1982). 

Fermat's Ellipse 

It follows from diffraction-based analyses that the position of 
diffractors that affect the wave arrival at the source is related to 
the wave length, h. Indeed, waves scattered from diffractors 
within an ellipse, so that the travel distance, L* -< L + k/4 (the 
"first Fresnel zone"),  will arrive approximately in phase with the 
direct wave that traveled the straight path, L (Nolet 1987). This 
observation parallels the previous discussion on the insensitivity 
of travel time to travel path in the context of ray assumptions. 

Simulation Studies 

Huygens Simulation 

Diffraction problems can be studied by replacing an existing 
wave front by Huygen wavelets in order to determine the position 
of the next front. A computer program with graphical output 
was written to simulate this process. The program generates wave 
fronts for first arrivals, but does not take amplitude and thus 
energy or attenuation into consideration. 

A 10 by 10-m cross section was assumed in a homogeneous, 
isotropic medium, with velocity V~ed~um = 400 m/s. A circular 
inclusion of diameter d = 3 m was centered 5 m below the surface 
and 4 m from the left borehole. Two cases were simulated: (a) 
low velocity inclusion vi,c = 70 m/s, and (b) high-velocity inclu- 
sion vi, c = 550 m/s. The large contrasts enhance the differences 
in wave front with respect to circular fronts for the medium with 
no inclusion. 

Results are presented in Fig. 1 with wave fronts at 2.5-ms 
increments for a source located in the left borebole at 5-m depth. 
First arrivals behind the low-velocity inclusion (Fig. la)  are all 
diffracted waves and do not carry information about how low 
the velocity of the inclusion is; this occurs whenever some limiting 
value Of the geometry and velocity contrast is reached. Hence, 
imaging with diffracted first arrival travel times and straight rays 
would not be appropriate in this case. On the other hand, the 

) 

\ 

I t 
1 meter  

FIG. 1--Huygens simulation for a homogeneous, isotropic medium. 
Vine d = 400 re~s, with circular inclusion: (A) low-velocity inclusion, 
Vio w = 70 re~s; (B) high-velocity inclusion, Vh~g h = 550 m/s. Wave front 
interval = 2.5 ms. 

front of first arrivals after the high-velocity inclusion (Fig. lb)  
is clearly affected by the inclusion. 

That high-velocity inclusions have enlarged projections on the 
detection plane is also shown in Fig. lb.  Furthermore, when the 
velocity of the anomaly is significantly larger than the medium, 
the excited inclusion appears as a weak source. Conversely, Fig. 
la  indicates that when first arrivals are used for inversion, low- 
velocity inclusions have a reduced projection on the plane of the 
receivers. 

A similar conclusion would be reached if D/k >> 1 and ray 
theory applies: rays bend around low-velocity anomalies or in 
the direction of high-velocity anomalies; hence, images recon- 
structed assuming straight rays will be larger than the real high- 
velocity inclusion and smaller than the actual size of low-velocity 
inclusions. 
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Wielandt's Study 

Wielandt (1987) studied the effects of diffraction in reference 
to geophysical investigations of deep geological formations. He 
selected the case of a spherical inclusion in a homogeneous space, 
for which a full analytical solution is available, and solved it for 
the simpler case of acoustic waves, i.e., no shear waves. 

The numerical simulation involved the generation of a plane 
wave and its detection at different points in a grid past the anom- 
aly. The following parameters were used: 

• wave velocity in the medium, Vmcd~m = 8 km/s 
• wave velocity in the inclusion, 0.9 • ]"medium ~ Vinci ~ 1.1 " 

Vrnediurn 
• anomaly diameter, D = 100 km 
• dominant frequencies: 1.5 and 5 Hz 

The corresponding wavelengths, ~, are 5.33 and 1.6 km, re- 
spectively, yielding diameter to wavelength ratios, D/h = 18.75 
and 62.5. The density of the inclusion was the same as that of 
the medium; therefore, the impedance mismatch is small, thus 
reducing backscatter. Wielandt's conclusions are (Wielandt 1987): 

1. High-velocity anomaly: At a distance of 4 • D and off- 
centered from the axis of symmetry, the arrivals of different 
diffracted waves merge and the characteristics of the inclusion 
bear little consequence on the wave front. At about 20 • D behind 
the anomaly, the transmitted wave cannot be distinguished from 
the incident wave and the anomaly becomes invisible. 

2. Low-velocity anomaly: Diffracted waves are strong enough 
at a distance of two inclusion diameters to be mistaken for the 
transmitted wave. While a minor delay remains, it is independent 
of the magnitude of the velocity anomaly. Amplitude of the 
diffracted signals is controlled by the frequency content, yet travel 
times are only slightly sensitive to changes in frequency. 

Wielandt (1987) also showed that the straight ray assumption 
biases imaging and results in larger images of high-velocity in- 
clusions and smaller images of low:velocity inclusions. These 
conclusions are in agreement with observations made in the pre- 
vious section (Fig. 1). 

Experimental Study 

Purpose 

Geotechnical investigations often involve detection of small 
anomalies. However, the characteristic frequency of most sources 
used in soils seldom reaches the kHz range. For common ranges 
of velocity, D/h ratios lower than those simulated by Wielandt 
(1987) take place. Therefore, an experimental study was de- 
signed to assess the effect of diffraction phenomena at lower D~ 

ratios and under more realistic conditions including noise and 
spherical rather than planar incident wave front. 

Methodology 

Similar to Wielandt's simulation, this study was performed 
with acoustic waves; air was chosen as the medium. The signal 
was emitted by a speaker connected to a continuous signal gen- 
erator through an off-on-off gate circuit. Three main frequencies 
were selected to be compatible with the other dimensions; these 
frequencies were 2000, 5000, and 8150 Hz (~ = 0.172, 0.069, 
and 0.042 m). 

Signals were detected at four microphones and sampled with 
a digital oscilloscope at 500 kHz per channel without additional 

filters or amplification. The frequency response of the micro- 
phones is flat in the 50 to 3000-Hz range and peaks at about 5000 
Hz. Microphones were calibrated, and the response was nor- 
malized with respect to a common unit used for comparison. 
Their directional response was measured and shown to be neg- 
ligible for orientations up to +_45 ° . The gate circuit and the 
characteristics of the speaker and microphones created spurious 
harmonics affecting the received signals. Stored signals were an- 
alyzed using a commercial signal-processing package (DADisp). 

The geometry of the experiment delayed echoes from bound- 
aries to arrive significantly later than the main incident wave. 
Measurements were run in the room without inclusion to gather 
control data. Three inclusions were selected: (a) a steel pipe with 
significant impedance mismatch, (b) a helium balloon to emulate 
a high-velocity inclusion, and (c) a balloon filled with carbon 
dioxide to simulate a low-velocity inclusion. Dimensions of in- 
clusions and test geometry are summarized in Fig. 2. 

Typical Data 

The three inclusions were tested at each of the three different 
frequencies, recording the signals in each of the four channels 
in every case. Typical results for the case of the helium inclusion 
at 8150 Hz, and for the steel pipe at 2000 Hz are shown in Figs. 
3 and 4. The first column shows the time series recorded at the 
four receivers, the second column presents the power spectral 
density, and the third one shows the cross correlation of each 
signal with the record from the first channel. Vertical scales have 
been modified for presentation as data span several orders of 
magnitude. The scaling factor is noted in each window. 

Signals are compared through three main parameters: travel 
time, signal duration, and power spectral density. Values are 
tabulated in Tables 1 and 2 and plotted in Figs. 5 and 6. 

Travel Time 

Two methods are used to determine travel times. First, travel 
times are picked manually from printed time series; second, travel 
times are obtained from cross correlation. Results are presented 
in Table 1. For comparison, travel times are calculated for ray 
paths of minimum travel time: shortest path around the pipe and 
the CO: balloon, and straight ray through the He inclusion. 
Standard values for the speed of sound were corrected for tem- 
perature and pressure resulting in l'~,r = 343.8 m/s, v,~ = 1039 
m/s, Vco2 = 267 m/s (measured balloon pressures are less than 
3% atmosphere). Computed times are also shown in Table 1. 

In the case of the steel pipe, manually picked first arrivals are 
significantly earlier than calculated minima (around the pipe 
through air) and cross correlation. The time difference is about 
0.3 ms in all channels and at all frequencies. A possible expla- 
nation is that fast Raleigh waves travel along the shell of the 
pipe, leaking energy that arrives earlier at the receivers. These 
early signals carry little energy and are not recognized by the 
process of cross correlation. 

In the case of the He inclusion, manually picked travel times 
are very similar to travel times computed assuming a straight ray 
through the balloon. Differences are in the same order as mea- 
surement errors, and no correlation with frequency is apparent. 
The cross correlation function shows several secondary peaks 
with similar amplitude to the largest peak, particularly for the 
receiver immediately behind the inclusion. In most cases, travel 
times based on cross correlation showed a positive delay (even 
though the impedance mismatch is small). Should cross corre- 
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0.91 m 0.894 m 
I I 

Notes: 
SG Signal Generator 
S Speaker Source 
DSO 
R 

IR -c  ~R-d 

0.632m 
I 

0.661m 

Digital Storage Oscilloscope (500 kHz) 
Microphone Receiver 

Inclusions: 

He D = 0.20 m 
CO 2 D= 0.19 m 
Steel D= 0.33 m 

Vin c = 1039 m/s 
Vin c - 267 m/s 
thick= 7 mm 

Zr = 0.50 
Zr = 1.42 

Selected Frequencies: 

2000 Hz 7~= .172 m D/k= 1.1-1,9 
5000 Hz ~,= .069 m DI~= 2,8-4.8 
8150 Hz Z,= .042 m DI~= 4,5-7.9 

FIG. 2- -Exper imenta l  setup (all inclusions and frequencies). 
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FIG. 3--High-veloci ty  helium inclusion: signals recorded at different receivers (v~,c = 1039 m/s, D = 0.20 m, selected 
frequency: 8150 Hz,  I = 0.042 m). 
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FIG. 4- -S tee l  pipe inclusion: signals recorded at different receivers (D = 0.33 m, selected frequency: 2000 Hz,  I = 
0.172 m). 

TABLE 1 - -  Travel times. 

Inclusion Frequency, Hz Observed, ms Cross Correlation Calculated, ms 

None All 2.57 _+ 0.03 2.60 _+ 0.0 2.60 
4.44 ___ 0.03 4.44 _+ 0.0 4.44 
6.33 +_ 0.01 6.36 _+ 0.0 6.36 

Steel pipe 2000 2.59 2.83 2.80 
4.29 4.56 4.55 
6.04 6.46 6.46 

Steel pipe 5000 2.58 2.80 2.80 
4.25 4.55 4.55 
6.02 6.44 6.46 

Steel pipe 8150 2.56 2.85 2.80 
4.34 4.53 4.55 
6.19 6.42 6.46 

Helium inclusion 2000 2.25 2.77 (2.31) 2.20 
3.99 4.49 4.04 
5.83 6.40 5.97 

Helium inclusion 5000 2.25 2.35 (2.57) 2.20 
4.04 4.48 4.04 
5.93 6.38 5.97 

Helium inclusion 8150 2.20 2.71 (2.36) 2.20 
4.04 4.47 4.04 
6.02 6.37 5.97 

Carbon dioxide inclusion 2000 2.66 2.68 2.65 
4.43 4.45 4.45 
6.40 6.40 6.37 

Carbon dioxide inclusion 5000 2.75 2.72 2.65 
4.56 4.48 4.45 
6.51 6.42 6.37 

Carbon dioxide inclusion 8150 2.67 2.74 2.65 
4.43 4.44 4.45 
6.35 6.39 6.37 

 

Copyright by ASTM Int'l (all rights reserved); Thu May 12 17:15:53 EDT 2011
Downloaded/printed by
Georgia Institute of Technology pursuant to License Agreement. No further reproductions authorized.



T A B L E  2--Normalized signal duration. 

Frequency, 
Inclusion Hz A B C D 

None 2000 1.00 1.00 1.00 1.00 
None 5000 1.00 1.03 1.00 1.01 
None 8150 1.00 1.01 1.00 1.01 

Average 1.00 1.02 1.00 1.01 

Steel pipe 2000 1.00 1.29 1.10 1.00 
Steel pipe 5000 1.00 1.12 1.05 1.02 
Steel pipe 8150 1.00 1.13 1.07 1.03 

Average, 1.00 1.18 1.07 1,02 

Helium inclusion 2000 1.00 1.18 1.18 1.14 
Helium inclusion 5000 1.00 1.30 1.19 1.13 
Helium inclusion 8150 1.00 1.29 1.19 1.03 

Average 1.00 1.26 1.19 1.10 

Carbon dioxide inclusion 2000 1.00 1.00 1.00 0.97 
Carbon dioxide inclusion 5000 1.00 1.08 1.08 1.00 
Carbon dioxide inclusion 8150 1.00 1.16 1.08 1.00 

Average 1.00 1.08 1.05 0.99 

lation results be used in standard imaging algorithms, a low- 
velocity anomaly would be obtained. 

In the case of the CO2 inclusion, small positive delays are 
observed in manually picked and cross-correlation-based travel 
times. The delay is most significant in the first sensor behind the 
inclusion (Channel B); in this case, the travel time is similar to 
the value estimated for the straight ray through the balloon. 
There are no significant differences between travel times ob- 
tained by cross correlation and manually picked values. 

Signal Duration 

The duration of the signal was measured from the printed time 
series. Results presented in Table 2 are normalized with respect 
to the signal duration determined from the first microphone 
(Channel A, in front of the inclusion--Fig.  2). Figure 5 presents 
average normalized duration of the signal versus the position of 
the receivers normalized with respect to the size of the inclusion. 
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The duration of the signal increases immediately after the 
inclusion, indicating the arrival of signals from multiple paths. 
However, signal duration further behind the inclusion declines 
towards the original value. This is the result of path differences 
becoming relatively less significant and low-energy wave fronts 
fading away. The effect of the helium inclusion is more pro- 
nounced, reaching further into the field behind the inclusion. 

Power Spectral Density 

The power spectral density was determined for every signal. 
Stored signals were clipped before arrivals to reduce noise effects 
and after arrivals to cancel room echoes. Clipped signals were 
corrected for d-c offset and tail-packed with 0-values to increase 
frequency resolution. Power densities determined for Channels 
B, C, and D were normalized with respect to that of Channel A 
(before the inclusion) at the preselected characteristic frequency 
of the test. Results are plotted in Fig. 6. The inverse square law 
is shown for reference; control measurements in air without in- 
clusion plot on this line. The normalized power spectral densities 
are plotted in logarithmic scale to highlight trends in the far field. 
Note that limitations in measurement and processing of low- 
energy signals are also magnified in this plot: in a linear scale, 
all trends clearly approach the no-inclusion case. 

The higher the characteristic frequency of the signal, the higher 
the backscatter. For example, in the case of the steel pipe and 
8150-Hz signals detected in the channels behind the inclusion, 
B, C, and D have very little energy, and the lower frequency 
harmonics present in the original signal prevail (see also Fig. 3). 
The increase in energy from Channel B to C is the result of 
diffraction. Similar trends are observed for the He inclusion and 
the steel pipe for the 8150-Hz characteristic frequency as well as 
the 5000-Hz signal. Backscatter is less significant for the 2000- 
Hz frequency signal with either inclusion (D/X = 1.9 and 1.2). 

The CO2 inclusion, on the other hand, acts as a convergent 
lens with low-impedance mismatch. The result is the focusing of 
energy in the near field behind the inclusion as manifested by 
the high-energy content in Channel B at all frequencies, in par- 
ticular at 2000 and 5000 Hz, where the power density exceeds 
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FIG. 5--Normalized signal duration as a function of  distance--average values for the three 
selected frequencies (data for steel, helium, and carbon dioxide inclusions). 
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FIG. 6--Normalized power density as a function of  distance and frequency (data for steel, 
helium, and carbon dioxide inclusions). 

the control value for the medium without inclusion. Energy en- 
hancement is affected by the frequency of the wave, the geometry 
of the anomaly, its relative impedance and refractive index. This 
phenomenon has been observed at all scales, from microseis- 
micity in mines to earthquakes. It adds difficulty to the inversion 
of attenuation data and to the interpretation of resulting images. 

Conclusions 

The effect of diffraction on received signals was evaluated. 
Huygen-based simulations, numerical analyses (from Wielandt 
1987), and experimental measurements were presented. Results 
have significant relevance to the generation and interpretation 
of tornographic images. 

Experimental observations can be explained by the combined 
effects of multiple paths, relative impedance and backscatter, 
diffraction, and energy enhancement. These observations, within 
the context of the tested parameters and geometry, are as fol- 
lows: 

1. Travel time and signal duration are little affected by the 
frequency of the wave. The effect of frequency is more significant 
on the ratio of power densities. 

2. Our experimental results are in general agreement with 
results from numerical models conducted by Wielandt (1987). 
Together, they span a ratio of inclusion size to wave length from 
D/X ~ 1 to D/X ~ 60. For higher ratios the effect of diffraction 
diminishes and ray models face less difficulties. 

3. Signal duration, travel time, and power spectral density 
approach the no-inclusion condition away from any anomaly; 
this is called "diffraction healing" of wave fronts. Within the 
range of variables tested in this study, low-velocity inclusions are 
difficult to detect with any signal parameter at low D/k  when 
receivers are 4 to 6 diameters away from it. High-velocity inclu- 

sions may be detected to longer distances (in the order of 10 
inclusion diameters). 

4. The combined effects of diffraction and impedance contrast 
limit the applicability of ray-based inversion algorithms. The higher 
the relative impedance of the inclusion, the lower the energy 
transmitted through, hence the lower the direct wave energy that 
will reach the receivers. Indeed, high-velocity anomalies with 
high-impedance contrast can appear as low-velocity inclusions 
when travel times are used in inversion algorithms. 

5. Paths of minimum travel time may carry a small percentage 
of the incident energy, and first arrivals may be lost or not de- 
tected in the record. Travel time detection algorithms (e.g., se- 
lection of a first arrival by any arbitrary threshold or by using 
cross correlation) are biased by paths of high-energy content. 

6. The straight ray assumption will produce smaller images 
of low-velocity inclusions, and larger images of high-velocity 
anomalies. This effect occurs through refraction as well as 
diffraction. 

7. Energy enhancement is determined by the characteristics 
of the wave, the anomaly, and the medium. This phenomenon 
affects the inversion and interpretation of attenuation data. 
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