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ABSTRACT

As the geotechnical engineering profession moves forward into the twenty-first century, the role of
seismic testing, as well as other geophysical testing methods, will increase. Geophysical methods present
unique advantages, including a strong theoretical basis, the ability to perform the same basic measurement in
the laboratory and field, and the noninvasive nature of many of the tests. A brief review of the fundamental
concepts of seismic wave testing as applied in geotechnical engineering is presented. Determination of
engineering design information (subsurface conditions and design parameters) is illustrated through case
histories, which also highlight some of the strengths and inherent limitations of the methods. Suggestions for
future directions, applications and potential developments are offered.

INTRODUCTION

New demands in civil engineering require advanced characterization techniques to assess in-situ
conditions and to monitor processes. Challenges include aging infrastructure, construction in
critical/sensitive zones, restrictions created by the urban environment, trenchless construction, installation of
new infrastructure, and environmental demands and protection.

Near-surface geophysical methods can play a critical role in satisfying these needs. This situation
resembles the role played by wave-based diagnostic technology in revolutionizing the medical practice
during the 20th century, starting with X-ray plates and later including CAT-scan, PET-scan, ultrasound, and
magnetic resonance imaging, among others.

Geophysical methods (e.g., gravity, magnetic seismic and electromagnetic) offer the
geotechnical/geoenvironmental engineer unique opportunities in characterizing sites, materials and
processes. These opportunities arise from the strong theoretical bases upon which geophysical methods are
founded, the complementary physical principles that support various field tests, and the ability to perform the
same basic measurement in the laboratory and in the field. Furthermore, many geophysical methods are
noninvasive; still, an image of the subsurface can be rendered from the tomographic reconstruction of
boundary measurements. Therefore, geophysical testing can be integrated into field and laboratory
investigations, as a “road map” for planning and decision making and to gain valuable information.

In this paper, the most relevant concepts behind near-surface geophysical methods based on seismic
(stress) waves are reviewed. The physical principles are highlighted. Selected case histories are presented to
demonstrate the strengths and limitations of seismic methods. Finally, the increasing importance and future
developments in this area are discussed.

EXPLORATION GEOPHYSICS

Exploration geophysics is the study of the subsurface by quantitative physical methods. These methods
are based on extensive theoretical, mathematical and experimental foundations, some dating back more than
a century. For example, early pioneering studies in the propagation of stress waves were conducted by
Rayleigh (1887), Love (1892) and Lamb (1904). Much of the progress in this area has been driven by the
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petroleum exploration industries and earthquake seismology (e.g., Aki and Richards, 1980; Bourbié, et al.,
1987; Mavko, et al., 1998).

In the past three decades, geotechnical, geoenvironmental and earthquake engineering applications in
civil engineering have stimulated further development in geophysical exploration methods. The primary goal
has been the characterization of near-surface materials and conditions, where the near-surface refers to the
upper ~50 m. Numerous conference proceedings (e.g., Annual Proceedings of the Symposium on the
Applications of Geophysics to Engineering and Environmental Problems, SAGEEP) textbooks (e.g., Ward,
1990; and Sharma, 1997), and manuals (e.g., Woods, 1994; ASTM, 1997; Department of the Army, 1995;
“Seeing into the Earth”, NRC, 2000) have been published. Salient methods in near-surface geophysical
exploration are (NRC, 2000 - See Table 1 for typical applications):

• gravity (assesses variations in density and is used to determine localized features),
• magnetic (detects variations in earth's magnetic field caused by local variations in magnetic properties of

localized subsurface features),
• seismic (propagating elastic waves are used to identify changes in stiffness and density),
• resistivity (detects variation in electrical resistivity which may be related to changes in pore fluid

characteristics of soil composition - if electromagnetic induction is used, changes in magnetic
susceptibility may be detected as well).

• ground penetrating radar (propagating electromagnetic waves detect changes in electromagnetic
impedance, which depends on permittivity, conductivity and permeability)

Table 1 General Applicability of Selected Noninvasive Geophysical Methods to Typical
Sites Assessments and Monitoring Objectives (from NRC, 2000)

 
   (Note: UXO stands for unexploded ordinance)



Wave-based methods play a preponderant role in near surface characterization. Both elastic and
electromagnetic waves share most of the inherent characteristics in wave phenomena, which are summarized
in Table 2. Such phenomenological richness provides valuable information to the analyst; however, it adds
complexity to the interpretation of field and laboratory tests as discussed herein.

Table 2 Wave phenomena: complexity and richness *
Assumption Consequences
Infinite medium P waves (requires a material: fluid or solid) *

S waves (requires shear stiffness)
Finite medium

Propagation modes

Interfaces

R-waves, L-waves, S-waves *
Rod waves, Tube waves *

Reflection, transmission and refraction
Mode conversion

Heterogeneous
Gradual
Anomalies

Curved rays and deformed wavefronts (Fermat)
Diffraction, scattering (Huygens)

Lossy Attenuation and dispersion
Relaxation

Anisotropic Quasi-propagation *
S-wave splitting and birefringence

Non-Linear Shock waves *
Discrete Dispersion

Low-pass filtering
Multiphase medium Slow and fast P-waves *
Coda A signal tail captures information about boundaries

and heterogeneity
* Examples are specific to elastic waves

Geophysical methods can be used to infer engineering design parameters. For example, strong
interrelation exists between the following engineering parameters and wave-related measurements (physical
justifications and correlations based on first order physical relations are presented in Santamarina et. al.,
2000),

Specific surface (leading to soil classification) electrical conductivity
Electrolytes / organics conductivity
Void ratio permittivity
Stiffness: unsaturated soil Vp and Vs
Stiffness: saturated soil Vs
Degree of saturation (near 100% saturation) Vp
Cyclic liquefaction: unsaturated soil Vp and Vs
Cyclic liquefaction: saturated soil Vs
Residual shear strength permittivity (through void ratio)
State of stress Vs
Degree of cementation / diagenesis Vs, Q

This list highlights the complementary nature of elastic and electromagnetic waves in near-surface
characterization. The goal of geophysical surveys is to assess these parameters and their spatial distribution
(e.g., stratigraphy, layering, the presence of anomalies).



FUNDAMENTAL STRESS-WAVE CONCEPTS APPLIED TO GEOTECHNICAL MATERIALS

A wave is a perturbation that propagates across a medium, varying both in time and space. Therefore, a
wave has a characteristic time and spatial scale, these being the period T and the wavelength λ. Both scales
are related for a given medium through the phase velocity V,

T
V

λ
= (1)

The wavelength λ impacts the spatial resolution that can be attained: if the wavelength is much larger
than the size of an anomaly, the anomaly will not be detected. In a layered medium, with layer thickness "a",
the velocity of wave propagation across the layers becomes wavelength dependent; as the wavelength
decreases, attenuation increases until the wavelength reaches λ=2a. Therefore, a layered medium acts as a
low-pass filter.

The wavelength must be taken into consideration when designing field or laboratory experiments. (1) The
size of the receivers that are used to monitor wave motions should be much smaller than the wavelength. (2)
Receivers should be in the far field to facilitate interpretation, therefore, receivers should be at least two to
four wavelengths from the source. (3) The separation between receivers in an array should be small enough
to avoid aliasing, yet large enough to provide independent information; both criteria are wavelength
dependent.

While the wavelength must be compared to internal spatial scales such as the size of anomalies, the
period T is compared to internal temporal scales such the rate of excess pore pressure dissipation. It follows
from Biot-type analysis that wave propagation in saturated soils in the low frequency range used in near
surface characterization takes place under undrained conditions (Ishihara, 1967).

Mode of propagation – Particle Motion
When a mechanical disturbance is initiated in any kind of solid medium, a stress wave field is generated,

and energy propagates away from the disturbance. The complexity of the wave field depends upon the
characteristics of the disturbance (called the “source” in seismic testing) and the uniformity of the medium.
The simplest solid medium is a single-phase, linear, elastic homogeneous, isotropic, continuum material.
This medium is often used as a first approximation of either: 1. a uniform soil or rock deposit, or 2. uniform
layers within soil or rock deposits. Transient mechanical perturbations created in such a medium during in
situ seismic testing propagate as small-strain stress waves. The maximum strain amplitude under these
conditions is generally less than 0.0001%. The term “elastic” is also used to describe these waves in
geotechnical materials, because the propagation behavior is independent of strain amplitude and the waves
exhibit a minor amount of energy dissipation due to material damping.

Different modes of propagation can be identified by observing the particle motion relative to the
propagation direction.

Body Waves
For stress waves propagating far from any boundaries in a uniform medium, two fundamental modes of

propagation exist (Figure 1): compression waves, also called P-waves (particle motion parallel to the
direction of propagation), and shear waves, also called S-waves (particle motion perpendicular to the
direction of propagation). Since they propagate within the mass or body of the medium, the waves are known
as body waves.

Near a typical three-dimensional (3-D) source used in seismic testing, P- and S-wave particle motions are
quite complex, with each wave containing “additional near-field” (often simply termed “near-field”) and
“far-field” components (Sanchez-Salinero et al., 1986). As the waves propagate away from the source, the
additional near-field components decay rapidly, leaving only the far-field components. Nearly all treatments
of wave propagation in geotechnical engineering implicitly ignore the additional near-field components and
consider only the far-field components (as in Figure 1 a-and-b). Typically, a propagation distance of two to
four wavelengths is necessary before the far-field component is clearly the dominant component.
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Figure 1 Wave Propagation Modes. Body Waves within a Uniform, Infinite Medium and Rayleigh (R)
Waves Along the Surface of a Uniform Half Space (after Bolt, 1976)



In seismic measurements, both in the field and in the laboratory, the particle motion is monitored with
transducers (called “receivers”). Therefore, to monitor the propagation of the body waves shown in Figure 1,
only two receivers in a 3-D receiver package would be needed, with the vertically oriented receiver used to
monitor S-wave motion and the horizontally oriented receiver used to monitor P-wave motion. In this case,
the S wave can also be denoted as an SV wave, with the “V” representing the fact that the particle motion is
contained or “polarized” in the vertical plane.

Surface Waves (Rayleigh)
The presence of interfaces alters the particle motion, causing other modes of propagation. In particular, if

the medium has an exposed surface, such as the ground surface at a geotechnical site, surface Rayleigh R-
waves develop. Rayleigh wave particle motion is a combination of vertical (shear) and horizontal
(compression) motions. Near the surface, Rayleigh waves create particle motion that follows a retrograde
elliptical pattern as illustrated in Figure 1c. The decay with depth of the vertical and horizontal components
of R-wave particle motion is illustrated in Figure 2. The depth axis is normalized by the Rayleigh
wavelength, λR. It is interesting to see in Figure 2 that the horizontal component changes sign at a
normalized depth around 0.15. The meaning of this change in sign is that R-wave particle motion changes
from a retrograde ellipse to a prograde ellipse in a uniform half-space.
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Figure 2 Variation in Normalized Particle Motions with Normalized Depth for Rayleigh Waves
Propagating Along a Uniform Half Space (from Richart et al., 1970)

As with body waves, particle motion is the parameter monitored during seismic testing. Typically, the
motion at various points along the exposed surface is measured. While, both components can easily be
measured simultaneously, only the vertical component is usually captured.

Wave Velocities
Stress waves are non-dispersive in a uniform elastic medium. The term non-dispersive indicates that the

propagation velocity is independent of frequency. These waves are also considered non-dispersive in low-
loss homogeneous soils at small-strains and low frequencies. However, stratigraphy and other forms of
heterogeneity cause frequency-dependent velocity. (This dependency is the fundamental premise on which
the SASW seismic technique is based as noted later.) The “far-field” velocities of elastic stress waves
depend on the stiffness and mass density of the material as:
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where ρ is the mass density and M, B, G and E are the constrained, bulk, shear, and Young’s moduli,
respectively, and ν is Poisson’s ratio. For a homogeneous, isotropic material, compression and shear wave
velocities are related through Poisson’s ratio, ν, as:
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The (“far-field”) velocity of the Rayleigh wave, VR, is related to the velocities of P and S waves as
(Achenbach, 1975):

0
V

V
1

V

V
14

V

V
2

2
1

2

S

R

2
1

2

P

R

22

S

R =



















−




















−⋅−




















− (5)

A good approximation for the velocity VR in terms of VS and Poisson's ratio is (modified from Achenbach,
1975),

SR V
1

117.1874.0
V

ν+
ν+

= (6)

These equations permit computing the relative values of VP, VS and VR as a function of Poisson’s ratio, as
shown in Figure 3. At ν=0, VP=√2 VS and VR= 0.874 VS. At ν= 0.5 (which theoretically represents an
incompressible material; hence, an infinitely stiff material), VP=∞ so that VP/VS=∞. At ν=0.5, VR=0.955 VS.
The ratios of body wave velocities (VP / VS) typically determined with small-strain seismic tests on
unsaturated soils are around ~1.5, which corresponds to Poisson's ratio ~0.10; therefore, the small-strain
Poisson's ratio is relatively low.

It is important to note that the S-wave velocity is the same in an infinite medium as in a rod (torsional
motion). However, the longitudinal P-wave velocity is different, being VP=√(M/ρ) in an infinite medium and
VL=√(E/ρ) in a rod (this is for wavelength λ much greater than the radius of the rod; VL decreases as the
frequency increases).

Material Damping
Particle motions created by stress waves attenuate as the waves propagate away from a source. In a

uniform half space of soil or rock, stress wave attenuation is caused by two mechanisms: 1) spreading of
wave energy from the source, generally called geometrical or radiational damping, and 2) dissipation of
energy due to internal losses in the soil or rock commonly known as intrinsic material attenuation or internal
damping.
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Figure 3 Relationship Between Stress Wave Velocities in a Uniform Half Space and Poisson’s Ratio
(from Richart et al., 1970)

Geometric spreading depends on the type of propagation and results from the spreading of a given
amount of wave energy generated by the source into increasingly larger volumes as the waves propagate
away, hence the term geometrical or radiation damping. Figure 4 shows the field radiated from a vertically
vibrating circular footing located on the surface of an elastic half space (no material damping). Only the far-
field components of particle motion and particle attenuation are illustrated (Sanchez-Salinero et al., 1986). In
this case, body waves (P and S) propagate away from the source on hemispherical wavefronts while the
Rayleigh wave propagates on a cylindrical wavefront. Body wave motions decay with increasing distance as
l/r within the mass and 1/r2 along the surface. Rayleigh wave motions decay as 1/√r because of the
cylindrically shaped wavefront.

Figure 4 Distribution of Stress Wave Motions from a Vibrating Circular Footing on a Homogeneous,
Isotropic, Elastic Half Space (from Woods, 1968)

Intrinsic material loss. There are various internal mechanism that lead to energy losses during wave
propagation in soils. If soils are dry, energy losses are due to energy coupling effects such as
thermoelasticity, and the breakage of bonds between and within particles. Frictional loss is unlikely during

Wave Type Percent of
Total Energy

Rayleigh 67
Shear 26
Compression 7



small-strain wave propagation given that the relative displacement between particles does not reach the
atomic dimensions ~10-10m (Winkler and Nur, 1982); however, frictional loss gains relevance when the
imposed strain exceeds the threshold strain for the soil, for example, during an earthquake. In wet and
saturated soils, hydrodynamic interactions between the fluid and the particles and local fluid flow or
"squirting" (Dvorkin and Nur, 1993) are the preponderant energy dissipation mechanisms. Frictional loss is
rate independent and strain dependent, however, viscous losses are rate dependent.

Intrinsic material losses in geotechnical materials are characterized through several parameters.
Geophysicists and seismologists use the quality factor, Q, and its inverse, Q-1, the dissipation factor (Mok et
al., 1988). In wave propagation expressions, the decay in amplitude of a plane wave is captured as an
exponential decay e-αx, where α is the spatial attenuation coefficient (units of length-1). Laboratory studies
determine the logarithmic decrement δ (dimensionless) form the free vibration decay of a specimen or the
damping ratio D in resonant tests. The definition of Q and the interrelation among these parameters are
captured in the following expression (low damping is assumed),
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where ∆E = the amount of energy dissipated per cycle of harmonic excitation in a certain volume; E = the
peak elastic energy stored in the same volume; λ= wavelength (units of length), ∆f = resonance width
(Hertz), V = propagation velocity (length/time), f = frequency (Hertz), and fr = resonant frequency (Hertz).

Since both velocity and attenuation are associated with a particular mode of wave propagation, one
experimental method may yield a P-wave velocity and dissipation factor Qp

-1, while another may determine
the S-wave velocity and Qs

-1. Similarly to the relationship between velocities in different propagation modes,
losses are also related through Poisson's ratio as (Winkler and Nur, 1979),
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where subscripts P, L and S indicate P-wave in an infinite medium, longitudinal wave in a rod and S wave,
respectively.

Attenuation in soils is much more complex than the elastic aspects of propagation velocity. Both
laboratory and field measurements of material damping are difficult to perform and analyze. On the one
hand, the exact nature of material damping is often obscure and may result from several concurrent
phenomena. On the other hand, the analysis of measurements must take into account geometrical spreading,
reflections, refractions, backscattering, mode conversion at interfaces, the coupling of transducers to the
medium, and the effects of peripheral electronics. Hence, the analysis of the attenuation of spatially traveling
waves, even in a simply layered half space, becomes quite complex. Yet, attenuation conveys information
that is complementary to velocity. Thus, improvements in measurement and analysis techniques to determine
material damping holds much potential for developing new applications.

Skin depth - Penetration versus Resolution
The penetration of a wave into the medium is an important constraint during the design and

implementation of a geophysical survey. This is estimated with the skin depth, Sd , which is the distance the
plane wave travels until its amplitude decays to 1/e the initial amplitude. For an exponential decay e-αx,

α
=

1
Sd (9)

In the case of small-strain stress waves, material damping is generally has less than 5%, and the skin depth Sd

is several times the wavelength. (In contrast, the skin depth of electromagnetic waves can be quite small in



some soils such as wet clayey soils and soils with high electrolyte concentration in the pore fluid. This is a
critical difference in the applicability of elastic and electromagnetic waves in near surface characterization.)

There is a trade-off in the selection of the operating frequency (which determines the wavelength, λ=V/f)
and the minimum size of the object that can be resolved: the higher the frequency, the shorter the
wavelength, the higher the resolution, but the shorter the skin depth.

Interfaces, Impedance and Mode Conversion
Only regions with different impedances can be discriminated. Otherwise, the material appears as a

uniform medium. The material impedance, z, is:

ρ⋅= Vz (10)

The detectability of an anomaly or layer is estimated by the reflectivity coefficient, R, which depends on the
the relative impedance between the two media 1 and 2; for normal incidence,
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If the wave front reaches the interface at some inclination not normal to it, mode conversion takes place. For
example, an incident P-wave generates reflected and refracted P and S waves. Mode conversion also takes
place for incident S-waves when the particle motion is not parallel to the interface. The angle of reflection
and refraction for each resulting front is governed by the generalized Snell's law, and the energy in each front
will depend on the impedance of the layers and the angle of incidence (formulas in Aki and Richards 1980).

Complexity in Recorded Signals
A uniform half space is rarely a reasonable model for a geotechnical site. The model is, however, an

excellent starting point in understanding basic wave propagation. A more realistic model of a geotechnical
site is a layered system. The complexity of the wave field increases significantly in a layered medium, as
illustrated by the reflected and refracted body waves shown in Figure 5. Other wave propagation forms not
shown in the figure are also generated in the layered system. For instance, the interaction between reflected
and refracted body waves and the surface generates Rayleigh waves. Furthermore, multiple total reflections
of horizontally polarized shear waves (termed SH waves) between the surface and underlying stiffer layers
can create a Love (L) wave. Particle motions associated with a Love wave are shown in Figure 6.

Layer 1:
ρ1, VP1, VS1

Layer 2:
ρ2, VP2, VS2

Layer 3:
ρ3, VP3, VS3

Layer 4:
ρ4, VP4, VS4

Layer 1:
ρ1, VP1, VS1

Layer 2:
ρ2, VP2, VS2

Layer 3:
ρ3, VP3, VS3

Layer 4:
ρ4, VP4, VS4

Figure 5 Multiple Wave Reflections and Refractions in a Layered Half-Space and the Resulting Mode
Conversions (from Richart et al., 1970)
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Figure 6 Love (L) Wave Propagating in the Top Layer of a Layered Half Space (after Bolt, 1976)

This example illustrates the complex nature that can exist in recorded waveforms. However, all of this
information is contained in field records obtained during seismic testing and is available for data analysis and
interpretation. In general, only a fraction of the information in recorded waveforms is used. Current
developments are oriented towards extracting more information about the site and the geotechnical materials
from the same field tests that are performed today; these developments include advanced signal processing
and inversion procedures, such as matching numerically-generated waveforms for assumed subsurface
conditions to the measured signals (a form of inversion by successive forward simulations).

SOIL CHARACTERISTICS AND WAVE PROPAGATION

The degree of saturation, the state of effective stress, diagenesis and cementation, inherent anisotropy and
stress-induced anisotropy impact body wave velocities in soils. These factors are discussed below.

Velocity and Degree of Saturation
The shear wave velocity is related to the shear stiffness of the soil mass, which is determined by the

skeleton. However, P-wave velocity is controlled by the constrained modulus, M=B+4G/3, therefore, the
fluid and the granular skeleton contribute to VP. Details follow.

S-wave Velocity
In clean coarse sands, where capillary effects are negligible, the effective stress controls the shear

stiffnes and the effect of saturation on shear wave velocity is only related to changes in mass density ρ,
through VS=√(G/ρ). The relevance of capillary forces at interparticle contacts on shear stiffness increases
with fines content. Furthermore, the lower the degree of saturation, the higher G and VS become (Cho and
Santamarina, 2000). This is shown in Figure 7, where VS is determined for a granite powder specimen
(d50=89 µm) during drying. The finer the material the higher the effect of contact-level capillary forces. Even
a small percentage of clay can play a critical role on stiffness: as drying proceeds, fine clay grains migrate
towards the contacts between sand and silt-size particles and form clay buttresses and bridges adding
significant stiffness to the soil mass. Loess is a typical example.

P-wave Velocity
For degrees of saturation, Sr, less than about 99 percent, compression wave velocity is controlled by the

stiffness of the soil skeleton in constrained compression in the same fashion as discussed above for shear
waves; that is, the main influence of water on VP over this range in Sr comes from unsaturated conditions
which impact the soil skeleton stiffness.
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Figure 7 Shear wave velocity versus degree of saturation (granite powder, d50=89 µm, applied σv=1.5
kPa; Cho and Santamarina, 2000).

However, if the degree of saturation equals 100 percent, the constrained modulus of this two-phase medium
is dominated by the relative incompressibility of the water in comparison to the soil skeleton. The resulting
value of VP varies with the void ratio or porosity n, the bulk stiffness of the material that makes the grains Bg

and the bulk stiffness of the fluid Bf as predicted by the Biot-Gassmann relation adapted for soils (it is
assumed that the stiffness of the skeleton is much smaller than the stiffness of the material that makes the
particles),
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Typical field values for VP in saturated soils range from about 1350 to 2000 m/s.
The bulk stiffness of the fluid phase Bf in Equation 12, is very sensitive to the presence of air (the bulk

stiffness of water is Bw=2.18 GPa, while the bulk stiffness of air at 1 atm is Bair=~140 kPa)
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Therefore, when the degree of saturation Sr is about 99.5 to 100 percent, the value of VP is very sensitive to
Sr. Figure 8 shows the typical influence of degree of saturation on VP over this very small change in degree
of saturation (the shear wave velocity remains unaffected by such a small change in saturation). For
completeness, it is noted that the impact of Sr on VS and VP of rock is very small (only a few percent change)
for Sr going from zero to 100%.
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Figure 8 Typical Variation in Compression Wave Velocity with Degree of Saturation Changing from
99.4 to 100 % for Sand (after Allen et al., 1980)

Effective Stress State
Early studies in which the small-strain stiffness of the soil skeleton was investigated often involved

torsional resonant column testing. The soil specimens, typically composed of reconstituted or freshly
remolded dry sandy soils, were confined isotropically. The generalized relationship between VS and effective
isotropic stress, oσ ′ , was found to be (Hardin and Richart, 1963; Hardin, 1978):

n

a

o
SS

P
 F(e)CV 







 σ′
= (14)

where CS and n are material constants associated with the type of grains, the nature of contacts and the
stability of the soil skeleton. F(e) is a void ratio homogeneization function, so that when the proper relation is
used for a given soil, velocity-stress data gathered with specimens of the same soil at different void ratios
collapse onto a single trend. Pa is atmospheric pressure in the same units as oσ ′ . Material constants CS and

and n are the intercept and the slope of the measured trend plotted in logVS -log oσ ′ . Typically, the
constrained compression wave velocity, VP, was assumed to have the same functional relationship in an
unsaturated soil, with the only change occurring in CP, the material constant.

More recent studies have been performed with reconstituted soils subjected to anisotropic stress states
(e.g., Roesler, 1979; Stokoe, et al., 1991; and Belloti et al., 1996). These studies have shown that the
relationship between body wave velocities and effective state of stress is more complex than expressed by
Equation 14. For body waves with their directions of wave propagation and particle motion polarized along
principal stress directions, P- and S-wave velocities can be expressed by the following functional
relationships:
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in which a ′σ  is the principal effective stress in the direction of wave propagation, b ′σ  is the principal
effective stress in the direction of particle motion. For sandy and gravelly soils which exhibit minor void
ratio changes with confining pressure, ma is about 0.25 and na = nb ≅ 0.125. Hence, ma ≅ na + nb. An
alternative expression for the shear wave propagation is to relate the velocity to the mean state of stress on
the plane of particle motion.
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Equations 16 and 17 fit experimental data with similar statistics, and apply within the tested stress range.
The material constants C and exponents m and n are affected by similar internal processes, and are

inversely correlated: the looser and the finer the soil is, the lower the value of C and the higher the exponent
are (Santamarina et al., 2000).

It should be noted that the functional velocity-stress relationships can have additional stress terms when
they are presented in their most general form. For S waves, there is one term which represents the out-of-

plane principal effective stress, nc
c ′σ ; that is, the stress on a plane perpendicular to the plane on which a ′σ

and b ′σ  act. For P waves, there are two terms which represent the two principal stress orthogonal to aσ
(remembering that bσ  = aσ  for P waves; hence the reason ma ≅ na + nb). Several studies have shown that

nc ≈ 0 (Roesler, 1979; Lee, 1993 and Belloti, et al., 1996). Therefore, these terms were deleted for
simplicity. Likewise, Equation 17 can include another factor that takes into consideration the deviatoric
stress on the polarization plane; once again, experimental data show that the exponent for this term
approaches zero (Santamarina and Cascante, 1996).

Velocity-stress equations presented above show that for body waves polarized along principal stress
directions, the value of VP only depends on the state of stress in the direction of wave propagation, while the
value of VS depends on the states of stress in the directions of wave propagation and particle motion. These
findings apply for principal effective stresses ratios between 0.5 to 2.0. For body waves with directions of
propagation and particle motion oriented obliquely to the principal stress directions, wave propagation
velocities will vary from those predicted by the previous equations as discussed below.

Inherent and Stress Induced Anisotropy
Soils exhibit small-strain stiffnesses that vary with direction under isotropic loading. This type of

anisotropy is called inherent or structural anisotropy and results from the depositional process and grain
characteristics (Arthur and Menzies, 1972; and Oda, 1972). This characteristic is manifested in the variation
of PC  and  SC  with direction. In calibration chamber tests, structural anisotropy in soil under isotropic
loading has been shown to be well represented by a transversely isotropic model, also termed a cross-
anisotropic model (Lee and Stokoe, 1986; Lee, 1993; Stokoe et al., 1991; and Belloti et al., 1996). In the case
of a granular sample constructed by dry pluviation, the horizontal plane acts as the plane of isotropy and the
vertical planes exhibit equal stiffnesses which are slightly less than the stiffnesses on the horizontal plane.
This condition is expressed by the following general relationships in terms of velocities of compression and
shear wave polarized along principal stress directions:



Pz2Pz1PyPx V =V V = V >   and (18)

SzySyzSzx SxzSyxSxy V =V=V = V V = V >  (19)

in which PxV , PyV  and PzV  are the P-wave velocities in the x, y and z directions, respectively, and SxyV ,

and SyxV  are the S-wave velocities in the x-y plane, SxzV  and SzxV  are the S-waves velocities in the x-z

plane, and SyzV  and SzyV  are the S-wave velocities in the y-z plane. The principal planes and associated

wave velocities are shown in Figure 9. The relative order in wave velocities has been exhibited by both sand
and gravel specimens (Lee, 1993; Belloti, et al., 1996; and Brignoli et al., 1997). In fact, when quantified in
terms of overall averages, the P- and S-wave velocities in the x-y plane ( PxV , PyV , SxyV , and SyxV ) under

isotropic conditions are on the order of 10% higher than the respective velocities in the x-z and y-z planes.
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Figure 9 Principal Planes and Associated Polarized Body Waves in a Cross-Anisotropic Model with the
Plane of Isotropy Oriented Horizontally

Anisotropy in soil stiffness can also be created by the stress state, as predicted by the velocity-stress
expressions listed above. This type of anisotropy is termed stress-induced anisotropy and a biaxial (σ'1 =σ'2 >
σ'3 or σ'1 > σ'2 = σ'3) or true triaxial (σ'1 > σ'2 > σ'3) stress state is required to create this condition (where σ'1,
σ'2 and σ'3 represent the major, intermediate and minor principal effective stresses, respectively).

To illustrate the impact of anisotropy on stress wave propagation, consider a point source generating a
seismic wave in an infinite space. If the material is isotropic, the wavefront after a unit time is circular as
shown in Figure 10a, and the phase velocity equals the wave velocity (also called ray velocity). The phase
velocity is the velocity of the wave normal to the wavefront. It is important to realize that the phase velocity
is the velocity required to calculate the elastic constants. In an anisotropic medium, the wavefront is no
longer circular as shown in Figure 10b. The velocity that is obtained experimentally is the ray velocity.
Therefore, for obliquely propagating waves, depending upon the degree of anisotropy, it may be necessary to
convert the ray velocity to the phase velocity by the following relationship:

Phase velocity = Ray velocity • cosψ (20)

with ψ defined in Figure 10b.
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Implications
To illustrate the impact of anisotropy on wave velocities that could be measured in seismic testing (e.g.,

traditional crosshole or downhole tests), consider a level soil sites under various biaxial states of stress. In
this example, wave velocity surfaces (not wavefronts) in the horizontal and vertical planes have been
calculated for a soil in which structural anisotropy causes the ratio of VPx to VPz to be 1.10. Wave velocity
surfaces are presented so that phase velocities in all ray directions can be discussed. Also, structural
anisotropy and stress-induced anisotropy are assumed to coincide; that is, the horizontal plane is the isotropic
plane under each anisotropic condition. Hence, a cross-anisotropic model can be used to represent the soil.
Two examples from Stokoe et al. (1994a) are presented. The first example simulates a normally consolidated
soil in which the coefficient of earth pressure at-rest, Ko, is 0.5 (Figure 11a). The second example simulates a
mildly overconsolidated soil where Ko is 1.0 (Figure 11b).

For ease of comparison, vertical and horizontal wave velocity surfaces are normalized in terms of the P-
wave velocity in the vertical direction in each example. Three wave surfaces (P-wave, SH-wave and SV-
wave) exist in the horizontal and the vertical planes for each Ko condition as shown in Figure 11. In the
horizontal plane, the three wave velocity surfaces form concentric circles in both examples because the
horizontal plane is the plane of isotropy. The P-wave has the highest velocity and, hence, is represented by
the outermost circle in the velocity surfaces. The SV-wave has the lowest velocity and, hence, is represented
by the inner most circle in the horizontal plane. The SH-wave has a velocity slightly greater than the SV-
wave in both examples.

In the vertical plane, the three velocity surfaces are more complex, and they no longer form three
concentric circles as shown in Figure 11. For the same wave type (i.e. P, SV or SH), velocities are different
in different propagation directions. The SH-wave velocity surface forms an ellipse in the vertical plane. The
P- and SV-wave surfaces are neither circular nor elliptical as shown in the figure. The P-wave velocity
surface always occupies the outermost surface because it has the highest velocity. The S-wave velocities in
the vertical direction are more complicated. One cannot say that the SH-wave velocity is always higher than
the SV-wave velocity. The ratio varies with direction. In the vertical direction, the SV- and SH-wave
velocities are the same. In the horizontal direction, the SH-wave velocity is higher than the SV-wave
velocity. In an oblique direction, the SH-wave velocity is higher than the SV-wave velocity at some vertical
angles, but, at other angles, the SV-wave velocity is higher than the SH-wave.



For Ko= 0.5, the P-wave velocity in the vertical direction is slightly higher than in the horizontal
direction. When Ko = 1.0, the relative values reverse, and the P-wave velocity in the vertical direction is
slightly smaller than in the horizontal direction (Figure 11b). This relationship simply illustrates the
combined effect of structural and stress-induced anisotropy in soil. As Ko increases, the difference in SH-
and SV-wave velocities increases in the horizontal plane. However, this difference is less than the difference
exhibited by the P-wave velocities in the horizontal and vertical directions.

Lastly, triaxial states of stress cannot be modeled by this cross-anisotropic model. In this situation, use of
an orthotropic model is required (Love, 1892). In this model, nine elastic constants are needed rather than the
five elastic constants needed in a cross-anisotropic model. Six elastic constants can be obtained from the
three principal stress directions (three P-wave velocities and three S-wave velocities). The other three elastic
constants can be obtained from measurements in three oblique directions (Podio, 1968).
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Figure 11 Theoretical Wave Velocity Surfaces in the Horizontal and Vertical Planes for a Cross-
Anisotropic Material Under Normally Consolidated (a) and Mildly Overconsolidated (b) States
(from Stokoe et al., 1994a)



Relationship to In Situ Seismic Testing
The wave velocity surfaces shown in Figure 11 offer significant insight into the relationships between

body wave velocities measured during traditional downhole and crosshole seismic testing. This insight is
correct to the extent that the assumptions made in the cross-anisotropic model represent the soil in each layer
at the site which is assumed to be horizontally layered. In this discussion, the wave paths are idealized as
horizontal in the crosshole test and vertical in the downhole test. The relationships are easily seen by viewing
the wave velocity surfaces in the vertical plane and comparing wave velocities in the horizontal (X) and
vertical (Z) directions. These velocity surfaces are assumed to represent those within each layer.

First, the P-wave velocity measured in the downhole test (VPz) does not equal the P-wave velocity
measured in the crosshole test (VPx or VPy and VPx = VPy) in unsaturated soil (Sr < 99 %). The difference
in these two velocities is controlled by structural anisotropy combined with stress-induced anisotropy. In the
normally consolidated state, VPz is greater than VPx or VPy. For the other stress state shown, the P-wave
velocity measured in the crosshole test is higher than the P-wave velocity measured in the downhole test.

Second, the SV-wave velocity (VSxz) measured in the crosshole test is the same as the SH-wave velocity
(VSzx) measured in the downhole test in all cases. This result is shown by the SV- and SH-wave velocity
surfaces coinciding in the Z- direction combined with the fact that the SV-wave velocity is equal in the X-
and Z-directions. Finally, the SH-wave velocity is different from the SV-wave velocity for waves
propagating in the horizontal direction. Therefore, different shear wave velocities would be measured in the
crosshole test using SH- and SV-waves (VSxy and VSxz, respectively) as noted by Fuhriman (1993) and
Roblee et al. (1994). Of course, these differences in wave velocities also lead to the potential use of in situ
seismic wave velocities to evaluate stress state (Lee and Stokoe, 1986 and Lee, 1993). In such an application,
use of electrical resistivity measurements to evaluate structural anisotropy could significantly enhance the
accuracy of the stress state measurement.

Cementation - Diagenesis
While the state of effective stress determines velocity in freshly remolded specimens, various diagenetic

processes can alter the stiffness of a soil with time. These include secondary consolidation, thixotropy, aging,
and internal mechanism such as contract creep, changes in pore fluid characteristics, colloid migration, and
cementation. In general, any process that renders an increase in the number of interparticle contacts or an
increase in the area of contacts will cause an increase in velocity and a decrease in damping.

Cementation is particularly important. Figure 12 shows the evolution in shear wave velocity for two
identical sand specimens mixed with 2% cement, but subjected to different effective confining pressures. At
the beginning, VS is determined by the effective stress, but as cementation progresses, stiffness becomes
cementation-controlled, and both specimens approach the same velocity which is significantly higher than
the initial velocity in the freshly remolded specimens.

Figure 12 The effect of cementation on shear wave velocity. Sand specimens with 2% Portland cement by
weight. In specimen A, the fresh mixture is isotropicaly confined to 70 kPa and allowed to
harden. The level of confinement for specimen B is 415 kPa. (Fernandez and Santamarina,
2000).
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It is important to highlight that diagenetic effects such as cementation, can be readily lost upon unloading,
for example, during sampling. (Implications are discussed in the section on case histories).

FIELD TESTING

Most wave-based geophysical methods are used to measure propagation velocities. Attenuation-based
measurements are infrequently used because of difficulties in analyzing these measurements as noted earlier
in the discussion on material damping. Yet, attenuation-based measurements have the potential to be very
valuable, especially in combination with wave velocity measurements.

Field testing methods can be classified as active or passive. Active-type methods are generally employed,
whereby a wave is radiated into the medium from a source that is energized as part of the test. Passive-type
methods are used less frequently. However, a passive system can be selected when the background noise can
be used as the excitation or “illumination” source. Field testing methods can also be classified as
nonintrusive if all instrumentation is mounted on the surface, or intrusive when boreholes or penetrometers
are used. The most common stress-wave based methods in field use today are briefly reviewed below.

Nonintrusive, Active Methods

Nonintrusive methods eliminate the time and cost of drilling are eliminated, avoid the potential
environmental consequences of drilling permit effectively covering large areas.

Surface Reflection Method
One of the oldest and most common seismic methods is the surface reflection method. This method is

well documented in numerous textbooks in geophysics (e.g., Dobrin and Savit, 1988; and Burger, 1992). The
main principle of the seismic reflection method is illustrated in Figure 13a. Both the active source and
receivers are placed on the ground surface. Typically, compression wave measurements are performed using
either mechanical sources that are vertically oriented or explosive sources. Waves reflected from interfaces
at depth are monitored with vertically-sensitive geophones.

a. Normal moveout (NMO) b. Common offset

c. Common depth point (CDP)

Figure 13 Field Arrangements Used in Surface Reflection Testing. (a) Normal moveout. (b) Common
offset. (c) Common depth point



Interference between reflected waves and surface waves requires careful signal processing and it may
restrict the applicability of the reflection method in some shallow-depths applications.

Different patterns of the source-receiver layout can be used in the reflection method to optimize the
measurements, depending on the specific application. The normal moveout NMO pattern (Figure 13a) is
used to estimate the average velocity of the formation. Detection of reflectors is usually obtained using the
common offset pattern (Figure 13a). The common depth point CDP pattern is used to enhance the signal-to-
noise ratio at a specific location (Figure 13c). Advanced signal processing capabilities, mostly developed by
the petroleum industry, are available and becoming more widely used in geotechnical engineering.

One example of the results found with reflection testing is presented in Figure 14. This work was
conducted by D. Steeples (NRC, 2000) to locate the deepest alluvium-bedrock contact. The location was
then used to drill and place a monitoring well. The reflection technique was effective because of the
significant impedance contrast at the reflector, the favorable depth of the reflector, and the lack of
disturbance/anomalies in the alluvium above the reflector.
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Figure 14 Seismic Reflection Cross Section (a) and Interpreted Geotechnical Cross Section (b) Used to
Locate the Alluvium-Bedrock Contact (from NRC, 2000)

Surface Refraction Method
The surface refraction method is an established geophysical method for nonintrusively identifying

sediment stiffnesses and layer interfaces at depth. The method is based on the ability to detect the arrival of
wave energy that is critically refracted from a higher velocity layer which underlies lower velocity sediment.



Seismic signals are generated with an active source, and wave arrivals are detected on the surface with an
array of receivers as shown in Figure 15. As with the surface reflection method, compression wave
measurements are typically performed using vertical mechanical sources or explosives. The arrivals of
refracted waves on the ground surface are monitored with vertically-sensitive geophones. Seismic refraction
testing is appropriate to detect boundaries and dipping layers at shallow depths. Reflection and refraction
methods are compared in Table 3.

icic
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V1icic
V2  > V1

V1

Figure 15 Field Arrangement Used in Surface Refraction Testing

Table 3 Advantages and Disadvantage of Seismic Refraction and Seismic Reflection
Methods (from NRC, 2000)

Refraction Method Reflection Method
Advantage Disadvantage Advantage Disadvantage

Observation generally
use fewer source and
receiver locations:
relatively cheap to
acquire

Observation require
relatively large
source-receiver offset

Observations are
collected at small
source-receiver offsets

Many source and
receiver locations must
be used to produce
meaningful images;
expensive to acquire

Little processing is
needed except for trace
scaling or filtering to
help pick arrival times
of the initial ground
motion

Only works if the
speed at which
motions propagate
increases with depth

Method can work no
matter how the
propagation speed
varies with depth

Processing can be
expensive as it is very
computer intensive,
needed sophisticated
hardware and high-
level of expertise

Modeling and
interpretation fairly
straightforward

Observation generally
interpreted in layers
that can be dip and
topography; produces
simplified models

Reflection
observations can be
more readily
interpreted in terms of
complex geology;
subsurface directly
imaged from
observations

Interpretations require
more sophistication
and knowledge of the
reflection process

Surface Wave Methods
Surface wave testing can involve Rayleigh and Love waves, and testing has been conducted on land and

offshore (Stokoe et al., 1994b; Stoll et al., 1994; Tokimatsu, 1995; and Luke and Stokoe, 1998). The most
common method used on land is called the spectral-analysis-of-surface-waves (SASW) method. This test
method involves actively exciting Rayleigh wave energy at one point and measuring the resulting vertical



surface motions at various distances (receiver points) away from the source. A typical field testing
arrangement is shown in Figure 16 for one set of source-receiver spacings. Measurements are performed at
multiple source-receiver spacings along a linear array placed on the ground surface.
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Figure 16 Field Arrangement Used in SASW Testing with a Common-Receivers Midpoint Geometry

The basis of the SASW method is the dispersive characteristics of Rayleigh waves when propagating in a
(horizontally) layered system. The phase velocity, VR , depends primarily on the material properties (shear
wave velocity, mass density, and Poisson’s ratio or compression wave velocity) over a depth of
approximately one wavelength. Waves of different wavelengths, λ, (or frequencies f) sample different depths
as illustrated in Figure 17. As a result of the varying shear stiffnesses of the layers, waves with different
wavelengths travel at different phase velocities. A surface wave dispersion curve is the variation of VR with
λ or f. It is this characteristic of the site, sometimes called the “signature” of the site, that is evaluated in the
field. The dispersion curve is then interpreted to determine the shear wave velocity profile with depth. The
simplest interpretation is based on the fact that longer wavelengths sample deeper portions of the near
surface. Formal mathematical inversion is now being implemented in practice (Nazarian, et al. 1994; Joh,
1996; Gangi, et al., 1998; Rix, et al., 2000).

From a wave-propagation point of view, the additional advantages of Rayleigh waves are that: 1. a high
percentage of the energy generated by a surface source is radiated in the form of Rayleigh waves (see Figure
4); and 2. the geometrical attenuation of Rayleigh waves is low because the wavefront is cylindrical, rather
than the higher geometrical attenuation cased by the spherical wavefronts of body waves.

The disadvantages of surface wave methods are that: 1. resolution decreases with depth below the
surface, 2. thin layers, that are either much stiffer or much softer than the surrounding material, can be
missed, and 3. a portion of each layer adjacent to a large velocity contrast is difficult to resolve. Obviously,
the optimum investigative approach is to combine several seismic methods so that strengths and weakness of
each method are counter-balanced.
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Figure 17 Schematic Representation of Rayleigh Waves of Different Wavelengths Sampling Material to
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Intrusive, Active Methods Based on Stress Waves

Crosshole Method
Shear and compression wave velocities can be determined from time-of-travel measurements between a

source and one or more receivers. The crosshole method is a time-of-travel measurement where the source
and receivers are placed at the same depth in adjacent boreholes, as illustrated in Figure 18a. The times of
travel from the source to the receivers, called direct travel times, and the times of travel between receivers,
called interval travel times, are measured. Examples of these measurements are shown in Figures 19a and b,
respectively. In this example, vertically oriented impacts have been applied to the borehole wall using a
wedged source. Vertically oriented receivers were used to monitor wave particle motions. This measurement
then involves generating and monitoring horizontally propagating shear waves with vertical particle motion;
hence SV waves. Shear wave velocities are determined by dividing the borehole spacings at the testing depth
by the respective travel times. The test is repeated at multiple depths to compile a complete profile of shear
and compression wave velocities versus depth. This method is used extensively on land.

Inclusions and anomalies may not be properly resolved using surface geophysics (reflection, refraction or
surface wave techniques). Crosshole testing overcomes some resolution issues by drilling two (or more)
boreholes around the target zone. A string of receivers (geophones or hydrophones) is lowered in one of the
boreholes. The source is fired and the arrival times at all receivers are recorded. The next step is to change
the location of the source and to acquire new arrival times. When multiple-source to multiple-receiver data
are obtained, a tomographic inversion can be implemented, similar to applications in the medical field.

There are several strengths associated with crosshole testing. First, the source and receivers are placed
closed to the material/target to be evaluated, thus enhancing resolution. Second, measurements can be
gathered along multiple inclined ray paths which can be processed together to render a tomographic image of
the cross section (Menke, 1989; Santamarina and Fratta, 1998). Third, P, SV and SH waves can be generated
and measured. The main disadvantage in crosshole testing is the time and cost associated with drilling
boreholes; however, ongoing developments in cone-source combined with effectively deployed receivers
promise efficient crosshole implementations (e.g., Fernandez, 2000).
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Figure 18 Field Arrangements Used to Perform Intrusive Seismic Tests

Downhole Method
In the downhole method, the times for compression and shear waves to travel between a source on the

surface and points within the soil mass are measured. Wave velocities are then calculated from the
corresponding travel times after travel distances have been determined. Travel distances are typically based
on assuming straight ray paths between the source and receivers, although the analysis may sometimes
account for refracted travel paths. Figure 18b shows a conventional setup which requires the drilling of only
one borehole. One of the main advantages of the downhole method in comparison to the crosshole method is
the need for only one borehole, so the cost is less. However, the disadvantage is that wave energy has to
travel increasingly larger distances as the depth of testing increases. In the writers’ experience, the optimum
testing depths range from about 10 m to 50 m. This depth is, of course, very dependent on the energy
developed by the source (various high-energy, mechanical sources have been constructed, e.g., Liu et al.,
1988).
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Figure 19 Example Shear Wave Records Measured in Traditional Crosshole Testing Using Upward and
Downward Impacts to Help Identify the Initial SV-Wave Arrival (from Fuhriman, 1993). Note:
the P-wave signal may also reverse, depending on the directivity of the source and the relative
position of the receiver.

Seismic Cone Penetrometer Testing (SCPT)
The cone penetrometer is a well established tool for characterizing soil properties by measuring tip and

side resistances on a probe pushed into the soil (Lunne et al., 1997). The SCPT test is a modification of the
cone penetrometer test that allows measurement of shear wave velocities in a downhole testing arrangement
(Campanella, et al., 1986). Seismic energy is generated at the surface near the insertion point of the cone.
Usually, a horizontal impact on an embedded anvil is used to generate the SH waves. Travel times of the
shear wave energy, either direct or interval, are measured at one or more locations above the cone tip as
shown in Figure 18c. After testing at one depth, the cone is penetrated further into the soil, and the test is
repeated. One of the important benefits of this method is that the seismic data can be combined with the cone
resistance values to build a clearer picture of both soil type, strength, stiffness, and layering. This is an
excellent example of using multiple techniques to investigate sites.

Borehole Logging
Logging tools can be lowered into borehole to determine material properties with stress waves,

electromagnetic waves, gamma radiation, and other physical principles. Gathered data are rendered versus
depth to produce a profile of the cross section. The procedure can be implemented while drilling with



“monitoring while drilling”. Borehole logging is a common practice in petroleum engineering. Different
parameters can be estimated using borehole logging, including: density, conductivity, acoustic velocity, clay
content, degree of fracturing, etc (Daniels and Keys, 1992; Howard 1992; Labo 1992). The main limitations
in borehole logging are the effect of casing and drilling fluids on the measured response and the depth
scanned by the technique relative to the depth affected by the borehole.

One of the more recent advances in borehole shear wave methods is the suspension logger (Kitsunezaki,
1980; Toksoz and Cheng, 1991; and Nigbor and Inai, 1994). This test is performed in a single, mud-filled
borehole. The device is lowered on a wire line into the borehole, and seismic energy is generated and
received by a receiver array in the borehole as shown in Figure 18d. The shear wave velocities of the
surrounding material can be inverted from the arrival times of the predominately Scholte-type energy. One of
the advantages of this method is that the wire-line nature of the test allows for penetration to great depths
(hundreds of meters). One drawback of the method is that it generally can not be performed in a steel or
thick plastic casing if soft soils are to be tested. This constraint limits application of the test in soft onshore
or offshore sediments.

Passive systems: Acoustic and Seismic Emissions
Sudden frictional slips and crack formation and growth, produce acoustic and seismic emissions. These

emissions cover a wide range of frequencies, from several Hertz up to MegaHertz. The central frequency of
the emission depends on the material and the nature and geometry of the source. There is a general inverse
relationship between frequency and source size. Many applications of mechanical emissions in testing and
process monitoring exist. Some examples are: nondestructive testing metals and other materials such as
concrete (Scott, 1991), determination of pre-stress in clays and granular soils, and assessment of stress levels
in rocks using the Kaiser effect (Koerner et al., 1984), characterization of fractures (Glaser and Nelson,
1992), monitoring landslides, avalanches and engineering processes such enhanced oil recovery. Emissions
are also involved in special phenomena, for example, the case of "booming sands" (not fully understood yet;
Haff, 1986).

Microsiesmicity is a special case of mechanical emissions. Excavation in mines and tunneling leads to the
redistribution of stresses within the rock mass. The redistribution of stress and the presence of dykes, faults
and joints trigger the liberation of strain energy in the form of seismic waves (Talabei and Young, 1988).
While structural damages are seldom, rockbursts may take place (magnitude between 1.5 to 4.5). Small
seismic events or microtremors are frequent, often exceeding, thousands per day (magnitudes smaller than
0). Microtremors permit rapidly sampling the structural properties of mines, by determining the location, the
source characteristics, and the properties of the rock mass.

Background noise can also be used as the source or excitation. For example, passive surface wave testing
to characterized geotechnical sites (Tokimatsu et al., 1992; and Tokimatsu, 1995)

LABORATORY TESTING

One of the strengths of geophysically-based tests is that the same tests that are performed in the field can
be performed in the laboratory as well. Both intact and reconstituted specimens are used in the laboratory,
with the choice often controlled by the ability to obtain intact specimens. Laboratory tests provide the
opportunity to conduct parametric studies which can greatly enhance the analysis of field data. Additionally,
these studies contribute to the development of new field applications. Laboratory testing has, however, the
shortcomings associated with testing small samples of material under imposed boundary conditions.

Because of the prevailing effect of the state of effective stress on wave propagation parameters,
specimens in laboratory studies must be placed within pressure cells. Typical cell designs include rod
specimens subjected to axi-symmetric stresses, oedometer cells that impose zero-lateral strain conditions (Ko

state of stress), and true-triaxial configurations whereby the three principal stresses can be independently
controlled. The type of excitation can include short wavelets, single frequency sinusoid or frequency sweep,
steady state sinusoidal excitation, random noise, or a step function (release from an imposed quasi-static
displacement). For small-strain propagation, linear time invariant conditions can be assumed and time
signals can be interpreted in the frequency domain to compute the frequency response of the soil mass (such



analyses are detailed in Orfanidis, 1996 and in Santamarina and Fratta, 1998). Most commonly used
measurement techniques are briefly discussed below.

Resonant Column Testing
Resonant column (RC) testing is the most widely used stress-wave based technique in the laboratory. The

testing configuration involves either fixed-free or free-free boundary conditions (Drnevich et al., 1978 - The
fixed-free torsional resonant column is the most widely used method in testing soils). The test consists of
exciting the cylindrical specimen to identify first-mode resonance. Both longitudinal and torsional modes are
used. One of the important advantages of RC testing is that measurements can be performed in the small-
strain range, just as done in field seismic testing.

A typical fixed-free, torsional device is shown in Figure 20. Sinusoidal torsional excitation is applied to
the top of the specimen over a range in frequencies, and the acceleration amplitude at the top of the specimen
is measured for the different frequencies. A typical data set is shown in Figure 21. Determinations of the
resonant frequency and maximum amplitude of vibration are then made from the response curve. These
values are combined with equipment and specimen characteristics to calculate shear wave velocity, Vs, shear
modulus, G, and shearing strain amplitude.
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Figure 20 Simplified Diagram of a Fixed-Free, Torsional Resonant Column (Confining chamber not
Shown)

Material damping is evaluated from the dynamic response using any of the following: 1. the free-
vibration decay curve, 2. the half-power bandwidth method, or 3. phase shift measurements between the
input force and the output displacement. As an example, consider measurements with the free-vibration
decay curve. This curve is recorded by shutting off the driving force after the specimen is vibrating in
steady-state resonant motion, or by releasing the specimen from an imposed quasistatic torque (i.e., negative
step). Figure 22 shows a data set. The logarithmic decrement, δ, is defined from the decay curve as:

δ = ln(z1/z2) (21)

where z1 and z2 are the amplitudes of two successive cycles. Material damping ratio, D, can then be
determined from δ as prescribed in Equation 7.
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Figure 21 Dynamic Response Curve Measured with a Fixed-Free Torsional Resonant Column
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Figure 22 Material Damping Measurement with a Fixed-Free Torsional Resonant Column Test Using the
Free-Vibration Decay Curve

Hardin and Drnevich (1972) studied the relative effects of many parameters such as shearing strain
amplitude, effective mean principal stress, and void ratio, on VS and DS. They observed that the frequency of
loading (also termed excitation frequency herein) is relatively unimportant in measurements of small-strain
shear modulus (hence, VS) for all soils and only somewhat important in the measurement of material
damping of clayey soils. A recent study by Stokoe et al. (1999) confirms the observations by Hardin and
Drnevich (1972) and provides the following quantitative treds (see Figure 23): (1) for excitation frequencies
changing from 1 to about 100 Hz, Gmax increases by about 5 to 30 %, with the effect generally increasing
with increasing PI. (2) Over the same frequency range, DS is affected much more, with the value of DS easily
doubling. (In fact, factors in excess of three were measured on a few specimens.)

Thus, it is not surprising that excitation frequency has been relatively unimportant in general comparisons
between field and laboratory values of VS. On the other hand, depending on the fines content (material
passing the #200 sieve), it may be very important to account for excitation frequency in comparing DS values
determined by different stress wave techniques.
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Figure 23 General Effect of Excitation Frequency on Small-Strain Shear Modulus, Gmax, and Small-Strain
Material Damping Ratio in Shear, DS min (After Stokoe, et al., 1999).

Piezoelectric Transducers
While standard resonsn columns are driven by coil-magneti systems, the instrumentation of laboratory

devices commonly used in geotechnical engeneering is effectively implemented with piezoelectric
transducers. Typical installations include two piezo-transducers, one acting as the source and the other as the
receiver. In this configuration, measurements are based on the propagation of short wavelets and require the
peripheral electronic devices such as those shown in Figure 24.

Piezoelectric transducers can be designes and mounted to generate and detect P- or S-waves. A
particularly conveniend design consists of two piezoelectric plates glued together forming a bimorph that
bends when a potential difference is applied (and generates a voltage when bent). These bimorphs or "bender
elements" are mounted as cantilever beams on end-plattens and cell boundaries, and partly protrude into the
soil mass, providing robust coupling (mounting details are shown in Figure 25). Therefore, bender elements
are excellent sources and receivers of shear waves.

Installations based on piezoelectric transducers permit accurate travel time determinations. However,
attenuation measurements are affected by geometric spreading, coupling between the transducers and the soil
mass, installation characteristics, and peripheral electronics. In this case, proper experimental design (such as
wave-guide configuration) and careful signal processing (e.g., spectral ratios) are required to compute
attenuation (Sachse and Pao, 1978; Pialucha et al., 1989; Fratta and Santamarina, 1996).

Calibration Chambers and True-triaxial Cell
Many calibration chambers (CC) are in use today. The chambers are generally used to load carefully

constructed samples of soil with known boundary conditions. Models or prototype systems are then inserted
into the soil to evaluate their performance in a known geotechnical environment. Evaluation of the
performance of in situ devices are typical uses of these chambers. An overview of the history of many
chambers is given in Lunne, et al., (1997). Well known results include the Gibbs and Holtz (1957) standard
penetration test (SPT) relationships, the Schmertmann (1976) cone penetration test (CPT) relationships and
numerous studies conducted by the Norwegian Geotechnical Institute, and ENEL and ISMES in Italy (e.g.,
Baldi et al., 1981).



Figure 24 Schematic of Piezoelectric Transducers and Associated Electronics Used During Triaxial
Testing (from Brignoli, et al., 1996)

Figure 25 Mounting bender elements. The element is coated with polyurethane to prevent moisture and
with conductive pain and grounded to avoid cross-talk and antenna-effects (see details in Dyvik
and Madshus, 1985; Santamarina et al., 2000).
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In terms of stress wave measurements, calibration chambers have been used for the past 20 years to
investigate the impact of state of stress and structural anisotropy on VS and VP of sandy and gravelly soils
(e.g., Knox, et al., 1982). Most of these chambers have the shape of a right circular cylinder and thus have
been used to load the soil isotropically ( 1σ = 2σ  = 3σ ) and biaxially ( 1σ  > 2σ  = 3σ  or 1σ  = 2σ  > 3σ ).
There are a few cubical calibration chambers in use (e.g., Stokoe, et al., 1991). Cubical chambers have the
advantage of being able to load soil under true triaxial ( 1σ  > 2σ  > 3σ ) states of stress as well as
isotropically and biaxially. Generally, stress-controlled boundaries are used, although a few devices also
have strain-controlled boundaries (Baldi et al., 1981; and Parkin and Lunne, 1982).

Seismic testing in calibration chambers is usually perform with embedded arrays of sources and receivers.
Two such arrays are shown in Figure 26, one for generating and measuring vertically propagating P waves
and the other for vertically propagating SH waves. Geophones can be used to function as a source or as a
receiver. Each geophone array is arranged in a linear pattern, with the axis of the array and the sensing axis
of each geophone oriented parallel to a principal stress direction in the test specimen. Compression waves
are generated and monitored with geophones oriented so that their axis of sensitivity coincides with the array
axis. Shear waves are generated and monitored with geophones oriented so that their axis of sensitivity is
perpendicular to the array axis. Numerous arrays of three geophones each can be placed in the test
specimens. Measurements with each three-geophone array involves using the geophone located at one end of
the array as the source and the other two geophones as receivers. Typical spacings between adjacent
geophones range from 40 to 60 mm. The source geophone is typically excited with one input cycle of a given
frequency (often 1 to 2 kHz), and the resulting outputs generated by the stress waves passing the receiver
geophones are recorded. The electronics used are shown in Figure 26.

Figure 26 Schematic Diagram of Embedded Geophones and Electronics Used in Seismic Measurements in
Calibration Chamber (from Brignoli et al., 1997)

A typical seismic record is shown in Figure 27. In this record, only true-interval velocities are evaluated;
that is, for the same source input, the travel time, ∆t, between the receivers is measured. Then, with the
distance between receivers known from array construction, the particular wave velocity is determined simply
by dividing the receiver distance by travel time. Additional details on this type of seismic testing in
calibration chambers can be found in Stokoe et al. (1991) and Bellotti et al. (1996).



Figure 27 Example Compression Wave (a) and Shear Wave (b) Records Measured in a Calibration
Chamber Test (from Brignoli et al., 1997)

The records shown in Figure 27 could have come from one of the field seismic tests noted earlier. The
only difference is the somewhat higher excitation frequencies are used in CC tests. These higher frequencies
are necessary so that an appropriate number of wavelengths exist between the source and receivers (hence,
the additional near-field terms are significantly attenuated). Higher frequencies also provide a sharper break
at the time of the initial wave arrival.

CASE HISTORIES

The previous sections showed that the propagation of elastic waves through geomaterials provides
valuable information about critical engineering material properties (e.g., saturation, state of stress, stiffness,
diagenesis, and even soil type) and their spatial distribution (e.g., layers, anomalies, inclusions, water table).
Field characterization and laboratory tests where also reviewed. The purpose of this section is to present
selected case histories, and to highlight some unique aspects of the application of seismic-wave based
technology to engineering practice.

Case History No. 1 – Comparison of Field and Laboratory VS Values
In civil engineering, the initial impetus for developing stress-wave based methods was to evaluate the

dynamic properties of near-surface geotechnical materials, with emphasis on two areas of application. The
first was soil dynamics, specifically, for designing dynamically loaded foundations where small-strain shear
stiffness Gmax or Go is the key soil property. The second area was geotechnical earthquake engineering for
site response analyses. In this case, measurements in the small-strain and nonlinear-strain ranges were
required. This requirement necessitated the combined use of field (small-strain) and laboratory (small- to
large-strain) measurements.



Invariably, when field and laboratory values of VS are compared, values of VS lab range from slightly less
to considerably less than the in situ values, VS field (Anderson and Woods, 1975). An on-going study dealing
with the resolution of site response issues in the 1994 Northridge earthquake, called the ROSRINE study,
involves numerous field and laboratory investigations. At this time, about 40 intact samples have been
recovered and tested in the laboratory. Additionally, in situ seismic measurements have been conducted
during the field investigation phase. Therefore, the ROSRINE study offers an excellent opportunity to
investigate further the relationship between field and laboratory values of VS.

When comparing field and laboratory data, the following issues must be addressed. First, have high-
quality intact samples been recovered? Second, are any of the samples cemented and has the cementation
been damaged? Third, what stress path should be followed and what final stress state should be applied
during sample confinement? Fourth, what drainage conditions should be used? Finally, fifth, what
confinement time should be associated with the laboratory measurement?

In order to attain observations relevant to engineering practice, good judgment was exercised in the
ROSRINE study, proper procedures were followed, and state-of-the-art (or at least high-quality state-of-the-
practice) results were obtained. An example field VS profile measured in this study is presented in Figure 28.
At this site, called La Cienega, in situ seismic tests (crosshole testing and suspension logger) were performed
to a depth of nearly 300 m. Intact samples were recovered from depths ranging from 4 to about 240 m. The
laboratory values of VS, shown by the solid circular symbols, are plotted at the corresponding sample depths.
There is considerable variability in the field VS profile. The “average” field values associated with the
laboratory values are shown by the short vertical lines through the field VS profile in the vicinity of the
sample depth.
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Figure 28 Example Profile of Field and Laboratory Shear Wave Velocities Evaluated at a Strong-Motion
Earthquake Site on the ROSRINE Study



A summary of all 40 comparisons from the ROSRINE study is presented in Figure 29. There is a general
trend in the data, with the velocity ratio (VS lab /VS field) decreasing as the in situ VS increases. (There is
essentially no correlation with sample depth.) The velocity ratio is around one at VS ≅ 200 m/s. However, at
VS ≅ 650 m/s, the velocity ratio is about 0.6, which means that the small-strain shear modulus from
laboratory testing is on the order of 1/3 of the value in the field. This comparison strongly supports the need
to perform field seismic tests, certainly in studies dealing with siting and retrofitting of critical facilities.
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Figure 29 Variation in the Ratio of Laboratory-to-Field Stiffness (VS lab /VS field) with respect to the In Situ
Value of VS

Figure 29 also shows results from three tests with hand-carved samples of cemented soils (Stokoe et al.,
1994a). Clearly, in the vicinity of the in situ seismic tests, the stiffer samples were recovered and tested in
the laboratory (because VS lab /VS field > 1.1). Importantly, when these intact specimens were remolded, the
velocity ratio decreased to about 0.5 where they behaved like an uncemented sand during handling and
sample preparation. This comparison suggests that some, if not most, of the loss in stiffness in the laboratory
samples tested in the ROSRINE study results from irrecoverable damage at interparticle contacts. This is in
line with the previous discussion on the effect of cementation and diagenesis on wave velocity, and the
implications of sampling.

Case History No. 2 – Prediction of Earthquake Site Response
The importance of field VS measurements in dynamic response analyses is illustrated by considering the

prediction of earthquake ground motion for an idealized geotechnical site. The site is shown in Figure 30a. It
is composed of four 12.5 –m thick layers of clay over bedrock. Other characteristics of the site are given in
the figure. The key point in this example is that two different VS profiles are used in the site response
calculation. The first profile is shown as the “field” profile in Figure 30b and is assumed to represent the
results from in situ seismic tests. The second profile is shown as the “laboratory” profile in Figure 30b. The
laboratory profile was estimated using the general trend line from the ROSRINE study in Figure 29
combined with the field profile. The shear wave velocity ratios, VS lab /VS field, from the trend line are shown
in Figure 30c. Any changes in the bedrock were ignored for simplicity.
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Figure 30 Idealized Geotechnical Site Used to Illustrate the Importance of In Situ Seismic Testing

Once the VS profile of the site has been defined, the next step is to determine the nonlinear characteristics
of the soil. At high-risk sites, this step involves cyclic and/or dynamic laboratory testing of intact specimens.
These results are presented in terms of the variations in normalized modulus, G/Gmax, and material damping
in shear, DS, with shearing strain amplitude,γ. The Idriss (1991) normalized modulus and material damping
curves for clay have been selected to represent this step. These curves are shown in Figure 31. For
simplicity, these curves are assumed to be the same for each layer.
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Figure 31 Nonlinear Soil Characteristics Used to Represent Each Layer

The in-situ nonlinear behavior of each soil layer is then estimated in terms of the G- log γ and DS – log γ
relationships. In equivalent linear analyses, (ProShake - 1998) as used in this example, the D-log γ
relationship determined from laboratory testing or estimated from empirical relationships is used directly. To
determine, the field G – log γ curve, the laboratory curve is scaled using Gmax determined from the field
seismic tests as :

Gγ, field = 










labmax,

lab,

G

Gγ
 Gmax, field (22)



where,

G γ, field = in situ shear modulus at a shearing strain of γ,

G γ, lab = shear modulus determine in the laboratory with an intact specimen at a shearing strain of γ,

Gmax, lab = small-strain shear modulus determined in the laboratory, and

Gmax, field = in situ shear modulus measured by seismic testing.

The relationships between the field and laboratory G- log γ curves and the corresponding field and
laboratory τ – γ curves are shown in Figure 32. (If samples are not obtained, G/ Gmax – log γ relationships
that exist in the literature for various soil types are used in place of the laboratory normalized modulus in
Equation 22.) The importance of the field VS profile in this procedure is clearly shown in Figure 32. Also,
this adjustment procedure is possible because of the link between the field and laboratory measurements
created by VS.

The final step is to subject the site to the design earthquake shaking and predict the resulting response. In
this example, the rock outcrop motion shown in Figure 33 was used. An equivalent linear analysis was
performed using 1.25-m thick sublayers. The outcrop motion presented in Figure 33 was transferred to the
bedrock of the site, and the response at the surface was calculated using the two VS profiles shown in Figure
30b as the initial small-strain stiffness. The results are presented in Figure 34 in terms of spectral
accelerations at the ground surface. The results show that using field stiffness instead of laboratory stiffness
may be more conservative (predicts higher accelerations), depending on the characteristics of the base
motion (such as frequency content and intensity) and characteristics of the soil deposit (such as depth,
stiffness and nonlinearity). Similar conclusions are presented by Darendeli et al. (2001). It is important to
note that using lower VS values for a soil layer results in increased of straining of the layers. In the nonlinear
range, increased γ may cause a significant increase in material damping. Therefore, the energy dissipation is
over-predicted.
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Figure 34 Comparison of Surface Spectral Accelerations Predicted for the Clay Deposit in Figure 30

Using Laboratory and Field VS Profiles

Case History No. 3 – Evaluation of Liquefaction Resistance
The field procedure originally developed by Seed and Idriss (1971) is used around the world to evaluate

the liquefaction resistance of granular soils. This procedure, termed the simplified procedure, uses blow
count from the standard penetration test (SPT) correlated with a parameter representing the seismic loading
on the soil, called the cyclic stress ratio. During the past two decades, various simplified procedures for
evaluating liquefaction resistance based on shear wave velocity have been proposed (e.g., Dobry et al., 1981;
Seed et al., 1983; Bierschwale and Stokoe, 1984; Stokoe and Nazarian, 1985; Tokimatsu and Uchida, 1990;
Robertson et al., 1992; and Andrus et al., 1999) Several of these procedures follow the general format of the
Seed-Idriss simplified procedure, with VS corrected to a reference overburden stress and correlated with the
cyclic stress ratio. However, nearly all of the simplified procedures have been developed with limited or no
field performance data.

The procedure proposed by Andrus et al. (1999) uses field performance data from 26 earthquakes and in
situ VS measurements at over 70 sites. The case history data from this procedure, adjusted to an earthquake
moment magnitude (MW) of 7.5, is shown in Figure 35. Of the 90 liquefaction case histories shown in the
figure, only two incorrectly lie in the no-liquefaction region. These two points are, however, very near the
boundary. Clearly, the procedure based on field VS measurements can be used as a supplement or in lieu of
SPT and CPT procedures.
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Figure 35 Curves Proposed by Andrus et al. (1999) for Delineating Liquefiable and Nonliquefiable
Granular Soils Based on Field VS Measurements

The main concerns expressed by the profession are: 1. the relative precision with which VS must be
measured since it only varies from about 100 m/s for very soft liquefiable soils to above 300 m/s for stiff
soils that are not liquefiable, 2. the lack of a physical sample for identifying non-liquefiable clayey soils, and
3. the possibility of missing thin liquefiable strata sandwiched between stiffer materials (Andrus et al., 1999).
In part, these objections are minimized by today's ability to measure shear wave velocity with a precision
greater than 2-5%, the use seismic CPT to characterize layering and estimate soil type, and the
complementary usage of other geophysical principles, such as electromagnetic properties to enhance the
characterization of the soils.

The critical question is: Why does a small-strain measurement provide such a robust predictive criterion
for the large-strain liquefaction phenomenon? or, in other words, to what extent does the high sensitivity of
VS to weak interparticle bonding affect the criterion captured in Figure 35? The build up in pore pressure
during cyclic loading depends on the shear strain the soil mass experiences. Therefore, stiff, high shear wave
velocity soils, because of density and/or cementation, will experience a lower rate of pore pressure build up
and will be less likely to liquefy.

Furthermore, there are  two the important unique advantages of VS measurements for liquefaction
assessment. First, the same field technique can be used to test soils containing large gravel particles and
cobbles. And second, VS measurements can also be performed in the laboratory during liquefaction studies to
form a link between the field and laboratory.



Case History No. 4 – Evaluation of Soil Improvement from Blasting
In terms of process monitoring, VS measurements offer the opportunity to track changes in material

stiffness from planned or unplanned processes. In this case history, a pilot study of blast densification was
conducted. The target layer was a loose fine silty sand that was approximately 7 to 11 m below the ground
surface. The water table at the time of blasting was about 0.8 m below the surface. SASW testing was
employed in the monitoring program. Results were also available from seismic CPT tests that were
conducted before blasting.

The results of the monitoring program are shown in Figure 36. The before-blast measurements indicate a
relative loose layer (average VS ≅ 180 m/s), with good agreement between the VS profiles from SASW and
SCPT testing (Figure 36a). A significant reduction in VS was measured one day after blasting, as shown in
Figure 36b. This reduction reflects the residual excess pore water pressure (i.e., lower effective stress) and
the disturbance of the medium which leads to a loss in the stiffening effects of aging and diagenesis. The
sand stiffness, and the stiffness of the overlying soil layers, increased with time after blasting, as the excess
pore water pressure dissipated  (Figure 36c). Interestingly, 10 months after blasting, the loose sand had not
regained the stiffness it had before-blasting (Figure 36d - average VS ≅ 160 m/s). However, the material in
the top 1.4 m at the site was stiffer than before blasting (This change is largely justified by the water table
being approximately 2 m below the ground surface at the 10-month measurement time).

Based on the VS measurements, blasting was ineffective. One possible reason is that the energy level was
too high. The liquefaction resistance of the loose sand can be estimated with the after-blasting values of VS.
An earthquake with MW = 7.5 would have to create a cyclic stress ratio in excess of ~0.1 in the lower portion
of the layer to cause the loose sand to liquefy.

Case History No. 5 – Evaluation of a Concrete-Lined Tunnel and the Surrounding Host Rock
Many uses of VS measurements involve profiling constructed systems and their geotechnical foundation

materials to assist in engineering analyses and forensic studies. Pavement investigations with the seismic
pavement analyzer (SPA) are one example (Nazarian et al., 1995). A forensic study of a concrete-lined
tunnel in rock is described next. A generalized cross section of the tunnel is shown in Figure 37a. The tunnel
is approximately 3 m in diameter, with a concrete liner that has a nominal thickness of 30 cm.

An extensive investigation was conducted in which SASW testing was performed at more than 100
locations along the longitudinal axis of the tunnel. SASW testing was performed with hand-held hammers as
sources and accelerometers as receivers. The accelerometers were held magnetically to metal disks attached
to the liner. This general configuration is shown in Figure 37b. Testing was conducted to profile along two
planes into the liner-rock system. One profile was along the springline, and the other profile was near the
crown as illustrated in Figure 37b.

The SASW testing program was designed to investigate the following: 1. the thickness and quality of the
concrete liner in the springline and crown areas, 2. the thickness and quality of any grout in the area of the
crown, 3. the identification of any voids in the crown area, and 4. the stiffness and variability of the rock
behind the liner. (Grouting in the crown area was done some time after construction of the liner.) The
program successfully answered these questions. Examples are given below.

The results of one field measurement with a pair of receivers spaced 1.2 m apart are shown in Figure 38a.
The results are excellent, as shown by the continuous “sawtooth” phase relationship (shown as wrapped
phase). These results were possible mainly because the high wave velocities of both the concrete and
surrounding rock allowed a significant amount of high-frequency energy to be transmitted along the tunnel
axis. (These results are viewed in the field during testing, so that one can immediately judge how well the
test is being conducted and determine if any adjustments to the testing procedure should be made.)

The composite dispersion curve at this location is shown in Figure 38b, with each portion of the curve
identified according to receiver spacing. The theoretical match to the experimental dispersion curve is shown
in Figure 39a, and the resulting stiffness profile is shown in Figure 39b. The inversion model used in these
preliminary analyses was based on a flat, horizontally-layered model. (Subsequently, the analysis for a
circular cavity with concentric layers was developed, but is not shown in these figures.) The profile in Figure
39b shows a high-quality concrete liner (VS > 2500 m/s) that is about 30 cm thick. At this location, the liner
is in direct contact with the rock, and the rock is stiffer (and presumably stronger) than the concrete.
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Figure 38 Example of the Phase-Shift Measurements and Composite Dispersion Curve from SASW
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Figure 39 Example of the Inversion Process and Resulting VS Profile from SASW Testing in the Tunnel

Results from one crown location is shown in Figure 40a. In this case, the liner is thicker than 30 cm, and
there is grout between the liner and the rock. Based on the VS values, both the concrete and grout are high
quality. The concrete-grout-rock interfaces have intimate contact. Also, the rock is less stiff than the concrete
at this location. Finally, some secondary grouting was attempted at this location. SASW measurements were
performed before and after the secondary grouting process. A comparison of these measurements is shown in
Figure 40b. They reveal that the grouting had essentially no effect.
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Case History No. 6 – Process Monitoring Changes in Effective Stress (Stress Tomography)
A very important application of geophysical testing is monitoring the evolution of subsurface processes.

Given the dependency between soil characteristics and elastic wave parameters discussed earlier, elastic
waves can be used to monitor processes such as: changes in effective stress due to loading, unloading or pore
pressure changes (as predicted in Equations 14 through 17); changes in stiffness due to stress relaxation and
de-cementation (e.g., during excavation), the evolution of stiffness in creeping granular materials (e.g.,
cavities filled with granular salt and grains in silos); and cementation is stabilized soil systems, among
others.

Monitoring the evolution of the state of effective stress is of particular interest in soils, because soil
behavior is determined by the state of stress, including strength, stiffness, and contractive-dilative tendency.
Figure 41 shows the evolution of P-wave velocity within the backfill behind a retaining wall. The model wall
is H=0.8 m high, and filled with sand. The wall acts on 4 load cells that permit measuring the force applied
by the backfill onto the wall as the wall is moved relative to the backfill. The P-wave velocity normal to the
wall is determined with piezoelectric transducers buried in the backfill at different depths z from the top of
the wall. The measured horizontal force and horizontal P-wave velocity at z=0.4H are plotted versus wall
displacement in Figure 41. As the wall is moved away from the retained fill, the force decreases relaxing the
state of stress towards Rankine's k-active condition, reaching 1% wall displacement. Then, the wall is pushed
against the retained fill and removed again.

Figure 41 Retaining Wall - Monitoring the evolution of internal stresses with P-wave velocities. The top
frame shows the force acting against the wall (monitored with 4 load cells). The lower frame
shows the evolution of the horizontal P-wave velocity measured in the backfill behind the wall,
at depths z=0.4 H from the top of the wall (Santamarina and Potts, 1994).
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The methodology can be applied to monitor various geotechnical systems such as stress changes in piling
projects, underpinning, scouring effects on foundation stability, soil improvement, tunnels, dam foundations,
load distribution under complex structural systems (Fernandez et al., 2001). Furthermore, it can be
complemented with tomographic imaging to render a picture of the spatial distribution of the state of stress
in the soil mass (Santamarina, et al., 1994).

SPECULATION ON FUTURE DEVELOPMENTS

The acceptance and credibility of geophysical testing within civil engineering has changed significantly
in the last 40 years. In the 1960's, the prevailing sentiment was that geophysical measurements were obscure
and dubious, reminiscent of the rabdomantes (water diviners) whose predictions were random or would
satisfy the known expectations. Improvements in the credibility of geophysical testing have been led by
seismic testing, which is becoming firmly embedded in all types of non-destructive investigations and
evaluations in civil engineering. (Among the most outstanding early successes was the application of
common depth point seismics in petroleum exploration in the 1960's; major developments in petroleum
geophysics followed.)

It can be stated without hesitation that the role of geophysical testing in near-surface characterization will
continue to grow. This activity will likely evolve into a geophysical engineering discipline, where
engineering needs and concepts will dominate.

The growth of geophysical engineering needs to involve four areas: Instruction, Industrialization
(automation), Integration, and Innovation.
1. Instruction. Innovation and growth in geophysical testing, its implementation in practice, and its proper

utilization will remain hampered by lack of proper understanding and training. Therefore, geophysical
principles, testing and interpretation (non-destructive evaluation included) must be incorporated in civil
engineering undergraduate and graduate curricula.

2. Industrialization or automation is critically needed to facilitate the widespread use of geophysical testing
by the profession. Automation will lead to the generation of subsurface images that can be visualized
quickly and efficiently. This is a major advantage in itself, as it will allow modifying the testing program
during the execution of the measurements to obtain the needed resolution and certainty in the results.

3. Integration implies the fusion of data from multiple testing techniques. Data fusion will provide more
comprehensive subsurface information, improve diagnostic capabilities, and support optimal engineering
decision making.

4. Innovation. The availability and usage of new and powerful tools for subsurface characterization will
open the doors to alternative construction practices. But innovation must also take place from within the
geophysical community, for example, by exploring new physical phenomena as well as
processing/interpretation paradigms.

Numerous improvements and exciting new applications will result. Several examples, again centered
around seismic testing, are listed below:
• Enhanced Analysis. Full waveform analysis to improve today's ability to determine material parameters

(such as velocity and attenuation), and their spatial distribution (including layers, inclusions and
anomalies). The increased application of successive forward modeling in today's analyses is a step in the
right direction. Advanced signal processing and involved inversion algorithms will follow.

• Integration. (1) Implementation of multiple, complementary geophysical tests (e.g., stress-wave and
electromagnetic-wave based methods), followed by data integration (taking into consideration classical
geomechanical field and laboratory test results as well) through physically-based data fusion. (2)
Identification of soil type from combined use of VS and DS spectral measurements (augmented with
other complementary measurements). (3) Determination of engineering design parameters including
constitutive parameters in design tools.

• Enhanced field testing and analysis: (1) Fast deployment of transducers (which may involve low-cost,
high-response microelectronics in use-and-lose fashion), complemented with automation and smart
analysis and interpretation. (2) On-the-fly measurements of VS profiles by rolling SASW equipment. (3)



Continued improvement in near-surface logging techniques for rapid vertical profiling. (4) Large strain
field testing to determine non-linear properties in situ. (5) Improved modeling, recording and
interpretation of near-field motions to assess soil parameters, including damping, through effective
"local" tests. (6) Innovative test procedures, advanced signal processing, and inversion algorithms to
overcome some of the inherent limitations in near-surface testing (e.g., noisy environment, poor
coupling, energy-frequency trade-off in seismic sources in soils, limited access to the boundaries of the
unknown region for tomographic imaging).

• Imaging. (1) Spatial distribution of material properties and identification of anomalies through robust
tomographic images. (2) Continued improvement in state of stress evaluation from seismic
measurements leading to stress tomography. (3) Eventually, non-intrusive, 3D subsurface imaging
capabilities will be developed, as well as forward visualization in directionally driven penetrometers for
high resolution studies.

• New/unexplored physical principles. Possible examples include dynamic energy coupling (e.g.,
electroseismic and seimoelectric effects) and non-linear dynamic effects (e.g., stochastic resonance).

SUMMARY AND CONCLUSIONS

New engineering demands require advanced characterization techniques. Geophysical testing present
unique advantages to satisfy these needs. The role of geophysical testing in civil engineering has increased
steadily over the past several decades, primarily through the development of a wide range of nondestructive
tests procedures. These developments resemble those in medical diagnosis in the twentieth century, which
led to unprecedented growth in medicine and medical practice. It is speculated that the role of geophysical
testing in near-surface characterization will continue to grow, and the field will evolve into a geophysical
engineering discipline where engineering needs and concepts will dominate. Yet, further growth will require
Instruction, Industrialization (automation), Integration, and Innovation.

Geophysical tests are based on fundamental physical principles and phenomena, such as stress and
electromagnetic wave propagation, gravity, magnetism, electricity, and gamma radiation. Some of the
measured parameters are relevant engineering soil parameters (e.g., mass density, stiffness). Others maintain
first order physical relation to engineering parameters (e.g., permittivity and volumetric moisture content,
which is the void ratio in saturated soils from which the undrained critical state strength can be determined).
There are some weaker relations that are still most valuable to the geotechnical profession; this is particularly
true for the dependency between  S-wave velocity to state of effective stress in freshly remolded soils.

Geophysical tests are supported by robust analysis and interpretation tools (signal processing and inverse
problem solving). Many of these tools have been developed for petroleum exploration. Recent developments
and current efforts focus on the special characteristics and needs in near-surface geophysical testing to
address geotechnical and geoevironmental engineering requirements. An important advantage of geophysical
studies is the ability to perform the same test both in the laboratory and in the field, allowing for parametric
studies to enhance field interpretation.

This article centered on stress-wave based methods, in the context of geotechnical materials. Salient
observations follow:
• Body waves within the medium can be either compression and shear waves. Interfaces allow other types

of particle motion causing other propagation modes such as surface Rayleigh waves and Love waves.
• The wavelength is the spatial scale of a propagating wave. It determines the ability of a wave to detect an

anomaly or layer, affects the near-field distance to a source, and must be carefully considered in
experimental design (both field and laboratory studies). The period is the temporal scale of the wave; for
all practical purposes in relation to near surface characterization, stress wave propagation in saturated
soils is an undrained phenomenon.

• Stress wave measurements are small-strain perturbations, with strain levels lower than 0.001%.
Therefore, inferred geomaterial properties are "elastic", small-strain properties (the shear modulus is
Gmax, and Poisson's ratio can be lower than 0.1 in unsaturated soils).

• Stress wave parameters (velocity and attenuation) reflect the saturation of a soil, the state of effective
stress, inherent and stress induced anisotropy, cementation and other diagenetic effects. The presence of



fines and soil plasticity leads to frequency dependent damping. The stiffening effects of cementation and
diagenesis can be readily lost during stress relaxation, such as sampling.

• Field testing can be intrusive or nonintrusive, active or passive. While nonintrusive methods avoid the
cost and potential environmental consequences of drilling or penetration, intrusive techniques reduce the
difficulties associated with non-unique interpretation and allow for enhanced resolution.

• Laboratory testing soils with stress waves requires pressure cells to attain the proper state of effective
stress. Standard geotechnical test devices can be readily adapted to measure P- and S-wave velocity with
piezoelectric transducers. The measurement of attenuation is more challenging. The resonant column
remains the most convenient device for this purpose.

The selected case histories illustrate some uses of stress waves in geotechnical engineering. Traditional field
and laboratory measurements in geotechnical earthquake engineering are shown and the effect of sampling
leading to lower stiffness is highlighted; therefore, proper dynamic response predictions require adequate
field testing. It is shown that while stress-wave velocity depends on the is a small-strain stiffness, it can be
utilized to predict liquefiable conditions because early pore pressure buildup is related to the stability of the
granular skeleton (which is related to its small-strain stiffness). Newer applications are also presented,
including forensic studies (tunnel investigation), and process monitoring (blast densification and evolution of
the state of stress).
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