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Abstract

Modeling of the phase transitions anticipated is bgdrate bearing sediments (GHBS) is critical dor
proper understanding of time-dependent changetatassand volumes (e.g. the production of methane
from this type of soils). We propose a hew pseudetic approach to simulate the typical phase chang
anticipated in GHBS, using published experimergalitts involving gas hydrate dissociation thatthee
basis of a widely used kinetic model. The propgsselido-kinetic model is formulated in the pressure-
temperatureR-T) plane and assumes a rate of gas hydrate dissoc{at formation) proportional to the
distance between the current state and the phaselary. The model consists of only one parametér an
is simple to implement in numerical simulators.ifitar concept is used to model ice formation/thayvi
phenomena, but based on the ice/liquid-water pbasadary. We implemented the pseudo-kinetic model
in a fully coupled thermo-hydro-chemo-mechanicadHCM) finite element code and validated it against
experimental results performed on the dissociabbrsynthetic gas hydrate. We also evaluated the
pseudo-kinetic model using synthetic cases coveseageral scenarios associated with gas hydrate
formation/dissociation and ice formation/thawingneTmodel successfully reproduced the gas production
test from a natural GHBS core from Korea (scalesl genting experiment over 14hours), and also the
formation of gas hydrate and ice in permafrost laska (over 2x10 years). We show the versatility of
the proposed approach by applying it to model tliferdnt phase transitions typically encounter in
GHBS. The simple formulation, easy implementationnumerical simulator, and reduced number of
parameters (only one per phase change) make thielnam attractive option for simulating phase

transformations in problems involving GHBS.

Keywords: gas hydrate; hydrate dissociation; hydrate fornmaticce formation/melting; phase
transitions; numerical modeling; validen.
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1. Introduction

Gas hydrate bearing sediments (GHBS) represetariest global reserve of hydrocarbons (Sloan, 1998
Soga et al., 2006; Makogon et al., 2007; Rutqvistidridis, 2007; Boswell, 2009). Gas hydrate is@at i
like solid compound formed of water molecules @ustl around methane molecules that is stable under
high pressure and low temperature conditions, confynfound in permafrost settings and submarine
sediments (Milkov & Sassen, 2002; Sloan, 2003; Makoet al., 2007; Rutqvist & Moridis, 2007; Sloan
& Koh, 2008; Makogon, 2010; Collett et al., 201Thermodynamic perturbations that lead to the
dissociation of GHBS release large amounts of nmetlgas and free liquid water (Englezos, 1993; Sloan
& Koh, 2008; Haligva et al., 2010; Collett et &lQ15), which in turn trigger significant changedlird
pressure and in sediment effective stress (Sarethalz, 2017). Furthermore, gas hydrate dissocidso

an endothermic process that tends to absorb h@attfie surroundings, while gas hydrate formation is
exothermic. To properly simulate such strongly dedpthermo-hydro-chemo-mechanical (THCM)
processes involving GHBS, it is critical to havéoemal approach able to account for the multiphgisic

interactions triggered by gas hydrate dissociaiodVor formation.

Equilibrium and kinetic reaction models are the tprimary approaches commonly used to simulate
processes of gas hydrate formation and dissociafquilibrium models assume that gas hydrate phase
changes take place instantaneously upon perturisaitiothermodynamic conditions that bring GHBS out
of the stability zone. In contrast, kinetic modetsmsider that gas hydrate does not immediatelydiate
upon changes in pressure-temperat@€l)( conditions, but that phase changes take place tive.
Kowalsky & Moridis (2007) conducted numerical simttibns involving full-scale GHBS reservoirs
undergoing gas hydrate dissociation via depressioiz and/or heating using both, equilibrium and
kinetic reaction models. Results were comparablenrtonsidering long-term results, i.e. under steady
state conditions; however, transient analyses sticsignificant differences between the two types of
model. Moreover, when simulating short-term protdesuch as dissociation tests involving gas hydrate

bearing cores, equilibrium models are not ablertwige reliable predictions (Gamwo & Liu, 2010).

Kim et al. (1987) conducted a series of methaneadigddissociation tests under controlled conditions
the laboratory, investigating depressurization Hiemknt (constant) temperatures and the effect of
pressure gradient on the rate of dissociation. @ hesults formed the basis of a kinetic reactioa@hor
methane hydrate dissociation that is a functiothefkinetic constant, the reaction surface ared,the
fugacity of methane under local pressure and teatper (Kim et al., 1987). The kinetic constant defse

on the activation energy, local temperature, arditrinsic kinetic constant, which should be meadu
for gas hydrate dissociation (Clarke & Bishnoi, @0R001) and formation (Englezos et al., 1987d,bg

kinetic reaction model has been widely used anibredibd in the literature (Jamaludin et al., 1989;
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Rempel & Buffett 1997, 1998; Ahmadi et al., 200épRdi-Darvish, 2004; Kneafsey et al., 2005, 2007;
Nazridoust & Ahmadi, 2007; Kwon et al., 2008; Fag§09; Gamwo & Liu, 2010; Liang et al., 2010;
Kimoto et al., 2007, 2010; Ruan et al., 2012; Chehgl., 2013; Moridis 2014; Gupta et al., 2015e€h

et al., 2017; Sun et al., 2018; De La Fuente et28l19). Despite being a popular approach, thetikine
reaction model has some drawbacks. It dependdanmgenumber of parameters and some are not easy to
directly obtain. For example, the determinationhef reaction surface area (i.e. the interface laebaeen

gas hydrate and surrounding phases) remains cantentas discussed in Sun & Mohanty (2006).
Various equations have been suggested for estignttia parameter (Yousif et al., 1991; Masuda et al
2002; Moridis et al., 2005; Sun & Mohanty, 2006)t khere is no consensus as to the most appropriate
formulation. The computational cost is another diisatage of this model (Kowalsky & Moridis, 2007).
Yin et al. (2016) discuss uncertainties relatedh® mechanisms behind the kinetic behavior of gas

hydrate, which result in inaccurate determinatibadaivation energy and the intrinsic kinetic camtt

The objective of this paper is to propose a singhlernative approach to the numerical simulation of
methane hydrate phase changes in GHBS. Our nevoaqiprhereafter referred to as a pseudo-kinetic
model, revisits the experimental observations @hkt al. (1987) and is formulated in tReT plane. The
model involves one parameter only that controls rdte of gas hydrate dissociation and is easy to
calibrate from experimental data. We show thatroadel is able to simulate the time dependent behavi
of methane hydrate during its dissociation and &ifom, and is also applicable to liquid-water te ic
phase transitions. We first present some basitioakhips and concepts related to phase transfmnsat

in GHBS, and outline the kinetic model of Kim et #1987). We describe the full mathematical
formulation of the new pseudo-kinetic model togetiih its implementation in a fully coupled THCM
finite element program recently proposed to modebfems involving GHBS (Sanchez et al., 2018). We
validate the model against the experimental rexfltkim et al. (1987). We then evaluate the model
against a series of different cases involving methéhydrate dissociation/formation and ice
formation/thawing. Our findings support the suitiipiof our simpler pseudo-kinetic model to tackie

multiple phase transformations typically preserghort- and long-term analyses involving GHBS.

2. Gas/Hydrate ‘Bearing. Sediments Phases /and Phasegéh

GHBS are composed of five main phases (Figuredlid ¢s); liquid (1); gas ¢); hydrate k); and ice i).

As hydrate and ice are solid compounds that (dépgnoh thermodynamic conditions) can disappear
during the analysis, volumes related to these tasps, together with thg andV,, comprise the volume
of voids (i.e.V, = Vg wheref: ¢, g, h, i). The sum of the volume of voids plus the volumedid (i.e.
Viota = Vu + Vo) yields the total volum¥,., Of the sediment. Based on these definitions, dted porosity

can be calculated as:
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The volume fractions relate to four potential plsasghich occupy the volume of voids, defined as

S#~V4V,and subjected to the restriction below:

S*+§+ s+ P71 (2)

Furthermore, the effective pore spabg X is defined as the portion of void space occupiely by the
fluid phases (i.el. andg, whereV, =V, + V,). Effective saturations, which relate to the I =Vi/V,)

and gas§, =Vy/V, ) phases, can also be defined.

Three main species make up the phases of GHBSré-ith): mineral; waterw(); and methanen).
Mineral is the only component of the solid phaseit& is the main component of the liquid phase, the
only component of the ice phase, is present irhlizate phase (i.e. in an ice-like structure), ezwl be
found in the gas phase (as water vapor). Methatieimain component of the gas phase, is alsorese

in the liquid phase (as a dissolved gas), anderhgdrate phase (i.e. as an ice-like compound).

Gas hydrate formation/dissociation and ice fornmtiawing are the most relevant phase transformstio
that control the behavior of GHBS. In the followjnge discuss the phase boundariediii space
delimiting the stable states of the different plsaggically encountered in methane hydrate. We then
present the proposed pseudo-kinetic approach anchjiacity to deal with unstable conditions and the

corresponding phase transitions.

2.1. Phase boundaries
The equation below expresses the methane hydratedtoundary, which defines the hydrate stability
zone in theP-T space (Sloan & Koh, 2008):

8860

(40.234 )
—e eq- W0l s
= 3)

wherePeq., [kPa] andTeqr [K] are the equilibrium pressure and temperatugspectively. Water salinity
also affects the gas hydrate phase boundary (eugnakh & Godbole, 1987). Equation (3) considers this
effect both through the water salinity(expressed in terms of the salt concentration, @ight), and the
parameters (which corresponds to the slope of the temperagatiaity curve). Based on Equation (3),

the green solid line in Figure 2 represents theharet hydrate phase boundary in the case of puey.wat
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The ice/liquid-water phase boundary can also beewrin terms of pressure and temperature (Wagner &
Kretzschmar, 2008):

P =13.0( 273.16-T,, ) 4)

eg-i

wherePgq.i [MPa] andTe.i [K] use the definitions above, for the case of mathhydrate (i.ePeqn and

Teq- but in relation to the ice phase boundary.

According to Figure 2, four regions emerge when itiethane hydrate stability (solid line) and the
ice/liquid-water (dashed line) phase boundariessagerimposed on the-T space. The ice phase is
stable on the left side of ice/liquid-water phaseardary. Therefore, ice transforms into liquid iong A,
whereas ice forms by freezing of liquid water im£e C and D. Likewise, methane hydrate is stable in
Zones B and D, located above the correspondingepbagndary. If during the analysis tReT path is
such that it brings methane hydrate out of theilitiabegions (i.e. Zones A or C), it will be in amstable
condition with a tendency to dissociate into gad kauid. Note that the liquid phase is also unktab
Zone C and therefore, after hydrate dissociatiali,transform into ice. In Zone B, the coexistenaie
both liquid and gas phases results in hydrate foomauntil one vanishes. R-T path that moves from
Zones A to D may lead to the presence of bothdigquid gas phases in the hydrate and ice stabilitgsz
Depending on the rate of gas hydrate formationieadreezing, a portion of liquid is consumed wiitle
available gas phase to form hydrate and the reraaindl freeze. Similarly, if both, ice and gas pba
exist in Zone D and a variation in tReT path causes a shift to Zone B, the liquid phasechwesulted
from melting in the unstable ice phase, is consuwitiithe gas phase to form hydrate.

Thus, any stimulus that places a phase in the biestane (e.g. the occurrence of hydrate beloptitse
boundary or the existence of liquid on the leftesaf ice/liquid-water phase boundary) will resuita
phase transition.

2.2.  Kinetic model of Kim et al. (1987)
Kim et al. (1987) proposed a kinetic model thatsiders the rate of gas hydrate dissociation inligras

a function of pressure, temperature, and surfae® aff gas hydrate, as follows:

O A
Mo (f,- 1) ®

wheren;, indicates the total moles of methane containgtlérmethane hydratég is the methane hydrate
surface area;f£f) is the driving force defined as the differencéwieen the fugacity of methane at the
equilibrium pressure and that of methane at thigl soirface (i.e. assumed as the fugacity of metlane
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the bulk gas phase) both at the corresponding teanpe; andkyis the kinetic constant written as an
Arrhenius-type equation:

o = ke exp[—%j ©)

where kqo, 4E,, andR are the intrinsic kinetic constant, the activatiemergy, and the gas constant,
respectively. Equation (5) requires the surfacetiea area, and different models have been proptised
estimate it (e.g. Yousif et al., 1991; Masuda et 2002; Moridis et al., 2005; Sun & Mohanty, 2006)
These models generally involve additional paranseterd the inclusion o, in the calculation of the
surface reaction area. Numerical codes are gepdmthulated in terms of pressures and saturations,

therefore additional calculations are usually nsassto obtain the fugacity.

3. Proposed Pseudo-Kinetic:-Model

We revisited the experimental tests reported in Ktral. (1987) to investigate the effect of tempae
fluid pressure changes, and curr@aT condition, on the rate of hydrate dissociationthvthe aim of
proposing a simpler model to simulate methane hgdissociation. Kim et al. (1987) performed acfet
experiments where they injected ultra-high purehae¢ into a container with 300¢wf double distilled
and de-ionized water at favorable pressure and eeatyre to form 9cfhof methane hydrate (i.&,~
0.03). They reported the time required to achiéwl) hydrate dissociation in several experimenteve
the specimens were subjected to different presguadients, applied at different constant tempeestur
Figure 3a illustrates these results for two diffeéreemperatures subjected to three different pressu
gradients. The gas hydrate was depressurized fropreasure slightly above the corresponding
equilibrium value up to different target values (ishown by circle, square, and triangle symbolsa i
decreasing manner, respectively). Figure 3b pregéet corresponding times to achieve the full hydra
dissociation. In the second set of experiments,dégressurization and associated dissociation of tw
samples was induced at two constant temperatuf®@2R (Series_3) and 283.3K (Series_4). In both
cases, the pressure decreased from a value slatlye the corresponding equilibrium pressure until
reached the target final pressure around 2.69MRr@ 4a). Figure 4b presents the results of tragki

the time evolution of hydrate concentration duritigsociation, in terms of hydrate saturation.

Our pseudo-kinetic model for GHBS assumes thatréite of gas hydrate dissociation depends on the
distance between the phase boundary and the curestableP-T state (induced by changes in pressure,
and/or temperature, and/or water chemistry), aatighase transformation becomes faster as thendist
increases. This approach is consistent with thgodiation experiments reported by Kim et al. (1987)

which show that the further the applied pressuenfthe phase boundary (i.e. larger pressure grsdlien
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the faster the same amount of methane hydratecitiées, as shown in Figure 3 (Series_1 vs Series_2)
Moreover, according to Figure 4, the rate of me¢hlaydrate dissociation is lower in test Series & tin
Series_4 (in which thE-T state is further from the phase boundary). In tistext, we propose that the

rate of methane hydrate dissociation(Se¢"), is given by:

1- qqdr%
/_h = (7)
b

wheret; is the unit of timef,y is a model parameter (where Ogsy< 1) calibrated from gas hydrate
dissociation tests (see Section 5.1); anid a measure of the distance between the cup-dnstate and

the phase boundary, calculated as:

8=[a.(T-1)] +[a(P-RJT ®

wheredr (K1) anddp (MPa") are scaling parameters (i.e. equal t6*Hdd 1MP4&, respectively). It is

apparent thad;, is the non-dimensional expression of the actuatation the phase boundagy Figure 5)
associated with an unstal#¥eT state. For example, consider a case in which rantt@ynamic change in
the sediment brings methane hydrate to a @®ifiitin the Zone A, where it is unstable. The assodiate
Peg-n and Teqn related to the newP-T condition can be determined from the methane hgdphase
boundary (Equation 3). From Equations (8) and \#),obtain the rate of gas hydrate dissociatiors It
evident that as the distance increases betweephfige diagram and theT point (which defines the
current state), the cord increases and consequaetlyane hydrate dissociates faster. A similar Ggagr

is followed for modeling gas hydrate formation,ngsthe same constant (igq =0 = qn). However the
proposed approach allows us to consider differatésr for formation and dissociation by adopting
different parameters for each phase transformatiooess.

In similar fashion, the rate of ice/liquid-watergde transition; can be obtained from:

[ =

| G 9)(

whereq is a model parameter (where Ogs< 1) that can be calibrated from ice thawing/forimat
experiments; ang is like d,, which is calculated similar to Equation (8) buterms ofPeq. andTeq. (i.€.
related to the ice/liquid-water phase boundarycuwated from Equation 4). To illustrate how the
proposed model works, in the following sectionsaxplain in more detail cases related to gas hydrate

dissociation/formation and ice formation/thawing.
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3.1. Gas hydrate dissociation
Consider an initial gas hydrate saturati)(that is brought outside the stability zone byeatyrbation
(i.e. Zones A and C on th® T space). Hydrate saturation reduces during dissociand we assume that

the amount relates to the distance to the phasedaoy (estimated from Equation 8). The rate of

decreases in gas hydrate saturat@hn(Secl) can be calculated from Equation (7), such that:

S, = -1, (10)
The updated gas hydrate satura@ft can be obtained as follows:
S't=98-r,dt 11]

where the superscripti)(and (+1) represent the previous and current time-stepspedively, the

subscript indicates the phase, alds the time-step interval (i.e. froito i+1).

The liquid and gas phases share the effective sjpgte of the GHBS. The distribution between them is
dictated by the capillary pressure (iR.= Py— P)) through the capillary pressure (or water retemntio
curve of the sediment. Different capillary presscueves have been proposed. For example, if the van
Genuchten (1978) model is chosen to estimate theopamof the effective void space that is occuplyd

the liquid phase, the following expression may bed:

. S Prm
S = t = 1+(_0j (12)

whereP, is a model parameter associated with the breaktfirgas pressure, aniis a parameter that
controls the imbibition rate (typically 0.05 m < 0.4). More recently, an updated Brooks and Corey
(1964) capillary pressure model examines the pmeseii gas hydrate in the pore space (Gupta et al.,
2015):

—Mye
5= :{ R } (13)
- S+] | P&

wherem,. is a sediment parametdy, andf, represent the scaling parameters that depend dratey

saturation (Clement et al., 1996; Rockhold et 2002) and porosity (Civan, 2000), respectively, as

follows:

_Cmyt
f,=(1-5,) am. (14)
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_%(1l-9
f =20 = % 15
’ w(l-%J )

wheregis the reference porosit@; andC, are model parameters.

Regardless of the adopted capillary pressure m@ael Equations 12, or 13, or any alternative), the

updatedS andS; accounting for hydrate dissociation are derivetblisws;
s =8[1-($+ 9] (16)

s, =(1- s)[l—( S+ 5)] (17)

where [2(S+S)] defines the effective void volume. Note that Btjons (16) and (17) correspond to the
case of hydrate dissociation lying in Zone A. Ifidg hydrate dissociation, tHe T state is in Zone C, the
water released during this process will form iée¢e liquid water is unstable in this zone. Therefdhe
calculated values in Equation (16) and (17) aretimeffinal values for liquid and gas saturatioresduse

the phase transitions based on the ice/liquid-wakerse boundary need to be considered, as detailed
below (Section 3.3).

3.2. Gas hydrate formation

Methane hydrate is stable in Zones B and D (Fig)reFurthermore, if both, methane gas and liquid
water are available under tReT conditions that prevail in Zone B, methane hydraileform. Hydrate
formation leads to a decrease of the partial voldme occupied by fluid phases (ileandg). There are

two possible cases for this phase transformatidgth twdrate formation controlled by either, excess
water, or excess methane. In the first case, faxistent mass of methane, the water availablégtsen

than (or equal to) the required mass to form hgjrat the second case (i.e. excess methane), the
available mass of methane is higher than that requo from hydrate with the available water in foee
space. The variablg defined below is used to assess whether the duwoewlition corresponds to a case

with excess methane or excess water:

P Si 2(5 =Lj - excess water

P,S, l1-a (18)
p'—si<(5'=Lj - excess methar

PyS, l-a

wherepy andp, are the gas and liquid phase densities, respegtiaetia is the water mass fraction in the

gas hydrate solid compound. In the case of methathestructure-l,a=0.866.

10



281 Therefore, for the excess methane case, the phasations can be updated according to:

282 g§t=¢g +r{%} dl (19)

h

283  wherep;, stands for hydrate phase density &q@/(apn)] corresponds to the rate of gas hydrate formation

284 (i.e. éh ) for the case of phase change under excess methane

285 For the case of excess water, a similar proceduialowed:
286 Sz g+ /'h[L] di (20)
(1-a)p,

287  where/y[pg([1-a]pn)] corresponds to the rate of gas hydrate formatien éh) for the case of a phase

288 change under excess water. Furthermore, liquid gasd saturations are updated, as discussed, using
289 Equations (16) and (17). If tH&T path is located in Zone D, the updated liquid isditon is also subject
290 to ice formation.

291 3.3. Ice formation
292 Liquid water undeP-T conditions prevailing in Zones C or D freezes. Theresponding ice saturation

293 can be updated according to:

294 gv=g+r [ﬂj df (21)

295 where/ i[p/pi] represents the rate of ice formation (is'q;.).

296 3.4. Ice thawing
297 Under theP-T conditions that prevail in Zones A and B, ice malhd leads to an increment in the liquid

298 phase. Therefore, the ice saturation is updatdollasys:

299 S =8-r, df 22]

300 where/; represents the rate of ice thawing (iS.Q.). After considering the variation i§, the effective

301 void volume is updated and the liquid and gas a#itns are updated using Equations (16) and (1€). W
302 assume that all water freezes under freezing dondit however, the presence of unfrozen water in

11
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frozen sediments (e.g. Taber, 1929) can be easiljuded in the formulation. In all cases discussed
above, a minimum (residual) saturation associaittdeach of the different phases can be defined.

4. Pseudo:Kinetic Model implementation'in MultiplegéiFinite Element Framework

The pseudo-kinetic model discussed above was ingieed in the finite element program
CODE_BRIGHT (Olivella et al., 1996), recently updeal by Sanchez et al. (2018) to deal with coupled
THCM processes involving GHBS. To describe the bihiaof GHBS, we consider a set of equations:
balance equations (with the associated main unkadaeing liquid and gas pressures, temperatures, and
displacements); constitutive equations (with theresponding dependent variables including heat and
phases fluxes, partial phase saturations, poroaityg stresses); equilibrium restrictions, and phase
transformation equations. The key THCM processéisipated in GHBS are: i) methane and water flow
driven by advective and non-advective flows; iiph&ansfer via conduction and phase advectiop; iii
heat of phase transformation (i.e. methane hydligsociation/formation and ice thawing/formatioiv);
deformable sediment. Below we present a brief sumnod the main components of the adopted

formulation, full details can be found in Sdncheale(2018).

4.1. Balance equations
The gas and liquid pressures, porosity, temperature sediment displacements are the main unknowns
adopted, and solved by methane mass, water masstahimass, internal energy, and momentum balance

equations, respectively.
Methane mass balance equation

%{[GZ’SQ +07'S +(Fa)p, S +0 [y +i 7 +( Fa)p, S F T (23)

mass methane per unit volume flux methane in gas;liquid; and hydrate

wheref," and§™ are the mass fraction of methane per unit volufrgas and liquid phases, respectively;
jim andjy" are the motion of methane in the liquid and gassebawith respect to the fixed reference
system (which are obtained as the sum of non-aideeahd the advective fluxes); velocityf the solid
phase relative to the fixed reference frame; fdhis the external sink/source of methane per unitivia.

The first term (left hand side) considers the messhange of methane during the relevant phase
transitions (i.e. hydrate formation/dissociatiom fbhe case of methane). Moreover, we assume tleat th
hydrate phase moves with the solid particles (du&t kerm on the left-hand side). The proposed
framework is also able to account for the non-ativediffusive transport of species in the phaseswW

in g, andmin|) (Sanchez et al., 2018).

Water mass balance equation

12



332 The water mass balance is derived in a similar raas follows:

2{[ors,+0rS +ap,S+p, $Jg +0 I} 17 +ap, S +p, W } I (24)

mass water per unit volume flux water in gas; liquid; hydrate;andice

333  where superscript indicates the water species andtands for ice phase density.
334  Mineral mass balance equation
335 Minerals only occur as solid particles. The madarize equation follows:

%[ps (1-9]+0Mp,1-9V =0

mass mineral min eralin solid (25)
per unit volume

336  wherepsis the density of the solid particles.

337 Internal energy balance equation:

%{[esps(l—¢):|+(gpé$+ 9,5t ®. S e i)3f}

338 energy per unit volume of the hydrate bearing se dim ent (26)

+00 i +(iatiegt ol af & 1=f°

heat conductioft heat transport in phages , g, h, i, s

339 wheree; is the specific internal energy per unit mass afhephase (listed in Table 1i);is the flux
340 associated with the heatnduction through GHBS4 is the total heat transport related to the phg8es
341 movement (including advective and non-advectivédffluxes relative to the mineral skeleton plus the
342 motion of whole sediment with respect to a fixeterence system)t € is the energy supply per unit
343 volume of GHBS (Sanchez et al., 2018).

344 We assume thermal equilibrium amongst the phasesrgly consumption or liberation associated with
345 gas hydrate formation/dissociation and ice fornmdfision are taken into consideration by the
346 corresponding latent heats or changes in enth&lpghermore, the balance equation inherently captur
347 energy changes during endothermic or exothermicgases through specific internal energies and the

348 corresponding changes in volume fractions.

349 Momentum balance equation

1.0, +b=0 27)
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wheregy is the total stress tensor amds the body forces vector. We have assumed thenabsof inertial
forces (i.e. quasi-static problems).

4.2. Constitutive equations
Constitutive equations allow us to relate unknotandependable variables and to rewrite the equulibr
equations as a function of the main unknowns. Likewthe constitutive equations capture coupling

among the various phenomena incorporated in thmeuiation.

The proposed framework considers simple yet robosstitutive laws. For example, we assume that the

Fourier's law describes heat fluxes,
iC =-A o T (28)

where Anps is the thermal conductivity of the GHBS. A nondar volume average model is selected to

track the evolution ofl,,s during the simulation,

1
s = [ (L= @AY +(SA% + SN + §A% + ) [P (29)
where/; is the thermal conductivity of each phase derfied A = 0.58,4; = 0.01,4 = 2.1,4, = 0.5,4As=
5.0Wm*K™?; Sanchez & Santamarina, 2016). This law reducehdoparallel and series models when
f'=1 and’=-1, respectively. As reported in Santamaria & Belp(2008), an adequate prediction for

different conditions is obtained wif$i=-0.2.
We also assume that the generalized form of Datayisgoverns advective fluid fluxes:
dp =K, (0P, -p0); B=t.g (30)

whereg is the gravity vector (i.e. the scalar g=9.8ntimes the vector [0,0,1), andK is the hydraulic

conductivity tensor (calculated from Equations Td.T2.3 in Table 2).

Different options are available to model the medatanbehavior of GHBS (e.g. Klar et al., 2010;
Santamarina & Rupple, 2010; Uchida, et al., 201&; & al., 2107; Sanchez et al., 2017). Here wetado
the simple elastic model that includes the deperwlesf Young’'s modulus on hydrate saturation
(Santamarina & Rupple, 2010):

b
Eqn = [ESed+ dESeo((P 0 (P)](G%CO) + cE Hy(( Sad (31)
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whereEsy, Eseq, andEyyq are respectively Young's modulus of GHBS, of hyelffiee sediments (at the

reference porositgy and confining stress a¥.,=1KPa) and of pure gas hydratiEs.qaccounts for the

dependence ds.q0n ¢ b, ¢, andd control the sensitivity dEseqon the confining stresg..

In addition to the above equations, and the raianturve presented in Equations (12) and (13),erabl

summarizes the other essential constitutive egustio

5. Model Applications

In this Section we apply the new model to solvéedént problems, as follows. In Section 5.1 wedeatie

the pseudo-kinetic model by comparing the expertaiaesults of the tests conducted on synthetic gas
hydrate samples reported by Kim et al. (1987), wlte outputs of models replicating these tests
conditions. Section 5.2 is related to the evalumatd the model considerinB-T paths that covered a
variety of phase transformations. The model validareported in Section 5.3 compares model and
experimental results from a scaled gas productshdn a natural GHBS specimen. In Section 5.4 we
evaluate the model performance for long term camut associated with the gas hydrate and ice
formation in the permafrost. The application caseser both short (hours) and long (2%l@ars)

timescales.

5.1. Pseudo-kinetic model validation

To validate the proposed pseudo-kinetic model, se the experimental results reported in Kim et al.
(1987) and described above (Figures 3 and 4). @orenical models attempt to reproduce the testget-u
based on the initial conditions (i.8,= 0.03 andS = 0.97) and the evolution of pressure at the imgose
constant temperatures (Kim et al., 1987). The §edtof experiments (Figure 3) were carried outvat
different constant temperature® £ 274.2K; andT = 279.0K) to investigate the effects of pressure
gradient (i.e. 4P respect tdPq.r) on hydrate dissociation time. Figure 6 shows eékperimental times
required to achieve full hydrate dissociation feiclke depressurization experiment, together with the
corresponding times computed with our model foséhtests. According to Kim et al. (1987), the dligh
scatter observed in the experimental results iscés®d with small temperature changes during hgdra
dissociation (some experiments were discardedaeggerimental problems). The pseudo-kinetic model
is able to satisfactorily capture both the effefcpessure-gradient and temperature on the findtdtg

dissociation time.

In the second set of experimental results from Ktral. (1987) (Figure 4) the time evolution of ey
dissociation was reported at two different constamperaturesT(= 279.2K andT = 283.3K). The
experimental results are shown in Figure 7 togettitélm our model results (from Equation 11). The
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pseudo-kinetic model captures the differences drditg dissociation rates observed in these expatine

It performs particularly well at the beginning dfet tests but exhibits a slight discrepancy between
simulations and experiments at low saturationslfer279.2K (Series_3). The dashed lines in Figure 7
show additional model results based on a slighiatian of Equation (11) to account for the apparent

dependence of gas hydrate dissociation rate orateydaturation. The modified law is:
=g (-, d) (32)

The revised model closely captures the non-linedrakior observed in the experiments, and can be
useful for those cases in which a precise modadihgas hydrate dissociation is required at 18w
However, our aim here is not to perfectly matchséhexperiments, but to show the flexibility of the
proposed approach to capture complex featuresohgdrate dissociation. Alternative equations can b
proposed as required based on the proposed fralkeWoe model results presented in Figures 6 and 7
were obtained with g,,~0.999 (Equation 7). This constant together withu&pns (7) and (11) are used

in all the simulations presented in the followirggons.

5.2.  Model evaluation using synthetic cases

Having validated the pseudo-kinetic model, we psgpa number of synthetic cases to evaluate itgyabil
to deal with differenP-T paths that involve phase transformations. We asssediment placed within a
chamber where different initial and boundary caondi can be controlled. The synthetic cases akedol
at point level (i.e. at gauss integration leveltie context of a finite element code), by imposing
controlled changes of fluid pressures and/or teatpez. This type of analysis is important becaaise i
allows checks on the algorithm used at local (elgjrevel during the numerical integration. Thetiadi
porosity of the specimen ig=0.33 and the intrinsic (isotropic) permeabilky= 1.0x10"m? (at @).
Equation (29) controls the thermal conductivitytwil = -0.2. Parametef®,= 0.1MPa, anan= 0.5 are
adopted for the capillary curve (Equation 12). VEsueme a poroelastic sediment according to Equation
(31), with Eyyq= 1.35GPaFEseq= 0.03GPap = 0,c = 1, andd = 1. The selected cases cover different

initial phase saturations afdT trajectories, as described below.

First, we simulate two cases of hydrate dissoaiabiyp depressurization from an initial sedimentr{tyin
stability Zone B) until atmospheric pressure siabf. As this is a point level analysis, the gagjésted
just after hydrate dissociation, therefore the ltayi pressure remains close to zero. Case | irgbn
initial pressure and temperatureRf= 13MPa andrl; = 287.65K, with initial saturations &, =0.25 and
Si=0.75, under excess water conditions. We assumeliabaic system (i.e. there is no heat exchange
between the vessel containing the sediment anduh®undings). Figure 8a presents the iniRal

conditions and saturations and their changes dihiadydrate dissociation process for Case |. Hfle
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trajectory moves vertically down to meet and thelfofv the phase boundary. The temperature reduces
during hydrate dissociation due to the endotherharacter of the reaction. At= 274.69K all hydrate
dissociates, th®-T path leaves the phase boundary, and pressureadesrentilP;=0.1MPa with no
variations in sediment temperature. Case Il asswaneitially cooler sedimentl; =277.15K (Figure
8b). During hydrate dissociation under these camut theP-T path crosses the ice/liquid-water phase
boundary and liquid water freezes with a correspanihcrease 0§ and decrease &. The ice/liquid-
water phase change is exothermic and heating a$iseshydrate dissociation and impacts$hslope in
the P-T plane. Upon completing hydrate dissociation, tbeling associated with this reaction finishes.
Heating associated with ice formation warms theirsedt, the P-T path leaves the hydrate phase
boundary and follows the ice/liquid-water phasermary, finishing at atmospheric pressure and d fina
temperature of; ~272.5K.

These results show that the proposed approacheastalnleal with the complex interactions and phase
changes associated with the synthetic caseswibiith mentioning that the same type of behaviahin
P-T plane was observed in a depressurization testuoted under controlled conditions on a natural
methane hydrate bearing core from the Krishna Garil@asin (Yun et al., 2010).

We also consider two cases involving hydrate foiomatvith trajectories from Zones A to B. Case lli
involves hydrate formation starting with the folliog initial pressure and temperatuRe=15MPa andr;
=293.15K. We assume an initial stregzs= 15MPa. Hydrate forms by cooling the sedimena tiinal
temperatureT; = 275.15K, while impermeable boundaries are assursedthat pore pressure is not
constant during the experiment. An excess watedition is assumed considering initial saturations f
the liquid and gas phases equal to 0.5 §.2S5,= 0.50). Hydrate starts to form when el path meets
the hydrate phase boundary (Figure 9a), and camfionming progressively as the trajectory follows t
phase boundary until all available methane gasmisumed. A decrease of the fluid pressure takes pla
during this process, frof = 15MPa toP;=8.73MPa. Under these conditions, the final satonatiare S,
~0.42 and5 ~ 0.58.

In Case IV the initial conditions and saturations similar to Case Ill, but pore pressure is keptstant
during the experiment (i.e. pure water and/or nratheould enter or leave the vessel to ensure tieat t
liquid and/or gas pressure remains constant). EBidlly presents the initidP-T conditions, phase
saturations, and their changes during the formairoeess for Case IV. Hydrate formation occurs when
the P-T path crosses the phase boundary (i.e. moving #ones A to B), hydrate forms at this point
consuming all available methane. Cooling continaéierwards without phase transformations, with
saturations 0§,~0.30 andS ~ 0.70. In Case |V effective stresses remain cohgt@&. no changes in pore

pressure) and therefore porosity does not changegithe test. However, in Case lll, the sediment
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contracts (i.eg ~ 0.21), because the effective stresses increabetlvd specimen depressurization that

takes place during hydrate formation.

5.3. Modeling a dissociation test from a gas hydraterlvgpcore

To further validate the pseudo-kinetic model, wadate a dissociation experiment involving natural

GHBS. The specimen was acquired from the UlleungirBasing the instrumented pressure testing
chamber (IPTC), which maintained a good qualitycgpen at 4°C and 15MPa (Yun et al., 2011). A

specimen 822mm length and 50mm diameter was sulbsdmmpder pressure to simulate depressurization

induced gas production (Yun et al., 2011). Tablist8 the index properties of this sediment.

Figure 10 illustrates the IPTC containing the GHB® ball-valve, and the thermocouple. Controlled
depressurization of the core involved a gradualicgdn of hydrostatic pressure at an average rate o
0.146MPa/min for 50min, until it reached the methdaydrate stability phase boundary. This rate was
reduced afterwards, and maintained for 130min 8t0115MPa/min, until reaching = 3.2MPa. The
valve was then closed for around 8hours (from t88miin to t = 650min), during which time the
temperature remained constant at 1.2°C, while thexe a slight rebound in pressure from 3.2MPa to
3.7MPa. Depressurization subsequently continuedganing the valve froh= 650min tot = 830min
until reaching atmospheric pressure. The temperatvas continuously monitored during controlled
depressurization by a thermocouple located 422rom the valve.

A 2-D axisymmetric finite element model consistinf) 750 elements was adopted to represent the
cylindrical sample. The initial conditions are camgble with those reported by Yun et al. (2011),
namely:P =12MPa,T = 3.5°C,S,= 0.195,9= 0.75, and an intrinsic (isotropic) permeabilitithwk, =
0.5x10"%m?. An impermeable flow boundary around the shell \wasumed except at the ball-valve
position, where the depressurization rates discusdmve were imposed. Furthermore, we adopted
Equation (29) for the thermal conductivity with = -0.2; Equation (13) for the capillary pressuréhwi
parameter®,= 0.1MPam,.= 1.2,C,; = 3, andC,= 2. The methane hydrate phase boundary (Equa}ion 3
was assumed with a salt concentration = 2.05wt%fohshe mechanical model (Equation 31), the
following parameters were useé = 1.35GPaFEs.= 0.03GPa (Waite et al., 200®)= 0,c = 1, andd

= 1. We considered the relative permeability fquid and gas phase by adopting Equation (T2.3) avith
=3 andb=3.

Figure 11a shows the evolution of the experimeatadl simulatedP-T trajectories. The endothermic
behavior of hydrate dissociation is captured by rieddel and shows a sharp change of RRE path
trajectory upon meeting the methane hydrate phamedary. The heat consumed during hydrate
dissociation induces a significant cooling of tleenple and brings the-T trajectory to the ice/liquid-
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water boundary. Once hydrate dissociation is cotapléhe path leaves the phase boundary and
temperature increases due to both ambient heaharekothermic character of ice formation. Figute 1
presents the experimental and simulated pressuvtutenn. The model captures the experimental
depressurization rates mentioned above, as willeaslight pressure rebound betwéen180min tot =
650min (induced by the closed valve condition).uréggllc compares experimental and modelled gas
productions and shows the pseudo-kinetic model dourately simulate the maximum amount of
produced gas. The evolution of temperature dutiregexperiment is also accurately simulated (Figure
11d).

5.4. Modeling gas hydrate and ice formation in permatfisettings

After applying the proposed approach to solve stesrh rates of gas hydrate dissociation, we here
present a long-term 1-D simulation that involvesoaplexP-T trajectory associated with the formation
of gas-methane hydrate and ice in permafrost gsttihhe 1-D analysis is based on published data fro

the Mount Ebert site, on the Alaska North SlopeicWiis briefly summarized below.

Dai et al. (2011) reconstructed the evolution obugid surface elevation (GSE), ground surface
temperature (GST), the gas hydrate stability z&31dSZ), and the base of ice bearing permafrost (BIPF
at the Mount Elbert site (Figure 12). The study wased on available data on surface and subsurface
temperatures, and stratigraphy and geology fronhlags and regional data (see Dai et al., 201 vak
assumed that continuous permafrost formed whem#an annual ground surface temperature was below
-5°C and the temperature at the BIPF was -1°C.ng&di geothermal gradient of 1.64°C/100m and
3.56°C/100m are considered above the BIPF and bisleypermafrost, respectively (Lachenbruch et al.,
1982; Collett et al., 1988; Collet, 1993). Thedlgressure is hydrostatic and the water table wsisnaed

to be at GSE. Two main formations with high(i.e. 60-75%) were identified in this area: Unit{depth

~ 614-628m), and a deeper Unit C (depth ~ 650-6§8f0Yidis et al., 2011).

Our simulation is based on the conditions in Unit(figure 13). We adopt an intrinsic (isotropic)
sediment permeability df, =1.0x10"m? (at @ =0.35) (Anderson et al, 2011); Equation (29) for the
thermal conductivity withG = -0.2; Equation (10) for the capillary pressurghwparameterd?, =
0.1MPam= 0.5, and Equation (9) for establishing the rdtie®transition withg;= 0.99. The hydrostatic
pressure is calculated based on the GSE; andripetature evolution at this level is estimated base
both the BIPF/GST and the corresponding geothegredients from Dai et al. (2011). According to
Winters et al. (2011), the presence of highly pexinie sediments within the gas hydrate stabilityezisn
essential for the formation of GHBS. Two possilderarios were proposed to explain the presence of
gas hydrate in these layers (Dai et al., 2011pré}existing gas reservoirs were transformed inttB&

by favorableP-T conditions; ii) gas hydrate formed from biogenasgr thermogenic gas that migrated
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into the stability zone from deeper strata. We adiop second scenario and assume that the sedisnent
almost fully saturateds; = 0.997), with a small amount of methane in theepspace §,= 0.003),
maintained constant by controlling the capillarggsure in the modeling. The sediment is initiafly i
Zone A, withP= 6.1MPa;T; = 22.43°C;S¢= S = 0.0. TheP-T changes depicted in Figure 13a are
imposed and hydrate starts to form when PR€ path meets the phase boundary as a result oé anris
GSE and a reduction in GST. Hydrate formation curms under excess water conditions with a
progressive reduction & (i.e. because the volume of voids is graduallyupoed by hydrate). Under the
assumed conditions, the model predicts a flgat 0.63, which is compatible with reported values
(Hunter et al., 2011; Kneafsey et al., 2011; Le€dllet, 2011; Moridis et al., 2011). No ice formsder

the conditions assumed for this unit.

We also simulate conditions associated with icenfdion within a shallower layer at 300m depth, with
which no gas hydrate was reported. The assumedyeeand temperature evolutions (Figure 14a) are
based on both the hydrostatic pressure from the, @SEthe geothermal gradients based on the GST (as
discussed above). In line with scenario i) discdsseove (Dai et al., 2011), we consider pre-exgstin
methane gas and liquid wat& = 0.7;S;;= 0.3. The analysis starts in stability Zone A (Fga#b), with
hydrate and ice not present. These assumptionscangatible with Figure 12 and show that at the
beginning of the analysis (i.e. ~ 2Xlykars ago), prevailing conditions were neitheated inside the
GHSZ nor above the BIPF. The subsequent rise in @8 reduction in GST provide favorable
conditions for hydrate formation. When tReT path meets the methane hydrate phase boundary (i.e
Zones A to B, point 1, Figure 14b), hydrate formgscbnsuming the available methane and water. Since
the volume of methane hydrate formed is less thartdtal consumption of methane and water volumes,
liquid saturation increases as water from uppeerwyccupies the difference in volume. It is asslime
that the migration of methane gas from lower laysrgprevented due to low permeability strata.
Subsequent GST reductions cause the formationrofafeost (i.e. thé>-T path from Zones B to D, point

2, Figure 14b) and expand the zone of methane teydtability by cooling deeper sediments. Although
there are subsequent fluctuations in BR& path (because of variations in GST), the sedimem@ins in
Zone D, therefore no phase changes occur. Undee tt@nditions, the model predicts the formation of
ice (St ~ 0.94) and only small amount of hydré8; ~ 0.06).

The simple cases presented above do not exactlgatpthe Mount Elbert conditions, but confirm tha
the pseudo-kinetic phase-change model is ablentalate, in a general manner, some of the scenarios

proposed to explain the presence of gas hydratécard the different layers at this site.
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6. Discussion

The kinetic model of Kim et al. (1987) and the pimkinetic model, proposed in this work are both
empirical models, because most of the parametersalibrated/determined from laboratory tests. For
example, the kinetic constarky(Equation 6) requires empirical determination of fharametekyo.
Moreover, this parameter is not directly obtainednf tests, but is calibrated from gas hydrate
dissociation experiments. The activation energy,( Equation 6) is also obtained from experiments Th
Kim et al. (1987) kinetic model further requiresimstion of the gas hydrate reaction surface afga (
Equation 5), defined as the interface area betwegrate and surrounding phases, and requires
simplified assumptions to estimate the gas hyduatéicle size and the related reaction surface. d&sa
discussed in Sun & Mohanty (2006), estimation @& #furface area remains contentious, and various
equations (some with additional constants that rteetle determined) have been suggested for this
parameter (e.g. Yousif et al., 1991; Masuda e2@02; Moridis et al., 2005). There is no consermus
which of these equations is the most appropriateaf@alyses involving GHBS. Most of the parameters

discussed above have a physical meaning.

Our proposed pseudo-kinetic model has the advankedenly one constant (i.g.s, Equation 7) needs

to be determined from experiments, as opposededhiee (plus) parameters required by the kinetic
model of Kim et al. (1987). Furthermore, the psekih@tic model constant has a physical meaningiti.e
controls the rate of gas hydrate dissociation. @$eudo-kinetic model works on tReT plane, the space
generally adopted to analyze problems involving lyzgdrate formation and dissociation, and is easy to
implement in numerical codes. It is worth notingttGHBS numerical codes are generally formulated in
terms of pressure (or saturation) and temperaiMhereas the kinetic model of Kim et al. (1987) asdéd

on fugacity and temperature and so requires aaditicalculations to transform pressure to fugadity.
contrast, the proposed pseudo-kinetic model isctlirexpressed in terms of pressure and tempertature

with associated saving in computational time.

To capture better the experimentally observed dégrece of gas hydrate dissociation rate on hydrate
saturation (particularly at lov&,), we proposed a slight modification of the psekbhetic model to
include a dependence @& (Equation 32, Section 5.1). Interestingly, to ioy®@ on the kinetic law
proposed by Kim et al. (1987), subsequent models ladso incorporate&, in their formulations (e.g.
Yousif et al., 1991; Masuda et al., 2002; Moridisk, 2005; Sun & Mohanty, 2006), particularly wihe
calculatingAs.

The kinetic model of Kim et al. (1987) was basedemperimental results from gas hydrate dissociation
under different thermodynamic conditions. The psgmb pseudo-kinetic model, implemented in a full
coupled THCM finite element code, was validatedirgjathese same experimental results and then
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further evaluated against a variety of synthetgesaThe synthetic cases covered seWwibtrajectories
and demonstrated the ability of the pseudo-kimatidel to deal with phase transformations undengea

of different conditions involving GHBS. In additipsimulations of results from natural gas hydrategh
over the short-term (14hours, scale methane pramutgst of a GHBS core offshore Korea) and long-
term (2x16 years, modeling of methane hydrate and ice foonaiti a permafrost setting in Alaska),
demonstrate the ability of the pseudo-kinetic apphoto reproduce phase transformations in problems
involving very different time scales, in which @ttkinetic or equilibrium conditions are dominant.

We propose specific functions (Equations 7, 9, 32)dto model phase changes in GHBS, which may be
modified in future as necessary. However, the nga advanced in this work is to express the rate o
phase transformation as a function of the distdmte/een the current state and the phase boundary. W
have shown that this concept can be used to satisilg model both gas hydrate formation/dissociati
and ice formation/thawing, illustrating the consigty of the proposed pseudo-kinetic approach. We ha
evaluated the model by solving problems mainly Ivivg pressure and temperature perturbations.
Further studies should be conducted to investigtter effects in GHBS phase transformations, ssch a

geo-chemical interactions.

7. Conclusions

Based on previously published experimental evidenee propose a new model for gas hydrate
dissociation that relates the rate of gas hydratgodiation to the distance between the currem¢ stad
the phase boundary R-T space. The model incorporates only one parameégris easily calibrated
from laboratory tests and controls the rate of lggdrate dissociation. This is a clear advantagé wit
respect to the kinetic model that is currently usesimulate gas hydrate dissociation, which rexpithe
determination of multiple parameters and consté@generally 3+). The proposed approach can be wsed t
simulate gas hydrate formation/dissociation, ad aelice formation/thawing. As the structure of the
model is simple and is formulated in tReT space, its implementation in numerical simulatorsGHBS

is relatively easy and cost-effective.

The proposed pseudo-kinetic model was implememtedfully coupled THCM finite element code and
applied to simulate different problems involving B§, including synthetic cases as well as data
available on the behavior of marine gas hydrate shiert timescales, and permafrost gas hydrate over
long timescales. The performance of the pseudadikin@odel in all cases was satisfactory and
demonstrates its applicability to a wide rang®©fF trajectories. We argue that the pseudo-kineticehod
provides a simple and powerful alternative to tlimettic model to simulate phase changes in GHBS.
Future studies should investigate how the modetileanthe effect of chemical interactions (e.g. wate

salinity) on rates of methane hydrate dissociation.
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Table 1. Specific Energy and Thermal Transport — Selectguté®entative Values*

Species and Specific Energy

Phases

Expression specific heatatent heat

Leva= 2257 J.§
water - vapour| ¢* =L, +c, (T=T) |

e Cw = 2.1J.g'K™
water - liquid | ¢, =¢,, (T =T,) cw=4.23.g'K*
Liuse= 334 J.¢

water — ice ¢, =L, +c,. (T-T)

e

Cuice = 2.1J.g'K™

co= 1.9 J.gK™ V=const

methanegas | ¢ =¢ (T-T
( ) Co= 2.5J.g°K™ P=const

Lgis= 339 J.¢
hydrate® e, =Ly, *¢, (T - To) -

o= 2.1J.g'K™*

c= 0.7 J.gK1 quartz
mineral e, =c(T-T)

c= 0.8 J.gK™ calcite

"Table from Sanchez & Santamarina (2016).

Source: CRC handbook and other general databd3e&afte,
http://woodshole.er.usgs.gov/operations/hi_fi/intiéml; Handa 1986.

Note: the sign of the latent heat is adopted piura endothermic-exothermic effects during phase
transformation.



Table 2. Constitutive equations used in the THCM model.

Description Equation
Kg .
The hydraulic conductivity. K= ku—"" B=19 (T2.1)
B
2
The intrinsic permeability, (0% (l-(Po) N
k=k 1-S§ - .
(Minagawa et al. 2008). 0 (1-¢0)° @& (1-5-%) (T2.2)
. - a b
Thg relative permeability for = S, :(S)a, K o=|1- S :(l_s)b (T2.3)
liquid/ gas phase. “ls+ ‘ 9 S +5
Non-advective flux; the Fick's .; _ i Tai . _ RS
. iy =-Dg06;; B=/,g; j=mw (T2.4)
The viscosity of the liquid phase, _ 1808.5 K
Padg= 2.0010 exp———— :
(Olivella, 1994), i [Pag X{ T (T2:5)
3
The viscosity of the gas phase, _ P, (280K
Pag= 10.8118] + 0.053%1 | ——
(Younglove & Ely, 1987). Hg[ S} { MPa T (T2.6)
The mass of dissolved methane
per unit volume of liquid phase; 6, = E’”V’”D, (T2.7)
the Henry's law. ”
The mass of vapor water per unit . P
volume of gas phase; e =(6‘:) exp[MJ (T2.8)

Psychometric law. RTp,




Table 3. Index properties of the 10B-17P core specimen (ffam et al. 2011)

Properties Values Device/Technique
Specific gravity,Ge 2.51 ASTM D854
Specific surface (, m?/g) 31 N, adsorptiol
Clay content (% 12 Less than 2am
Liquid limit (w, %) 115 ASTM D431¢
Plastic limit wp, %) 65 ASTM D431¢
Plastic indexw,-wp) 50
Soil classificatio OH or MH USCS systel




—— Hydrate
Solid
Liquid
FVolume Phases Composition (Species)
k: : Methane (m)
Gas (g) Biiimn . Water (w)
# :
V.
"'\'
- Methane (m)
Liquid () Water (w)
Ice (i) Water
_x_ Hydrate (h) Water + methane
Solid Mineral
v, olid (s)
X

b)

Figurel. Gas hydrate bearing sediments: a) sketch illusyatie 4 phases typically found in GHBS; and bestétic representation showing
how the 3 species can be encountered in the Shh@gdiases considered in this work.



Figure2.

— methane-hydrate phase boundary

N
o
«

--+ ice/liquid-water phase boundary

Pressure (MPa)
5

265 270 275 280 285 290 295
Temperature (k

Phase boundaries for water-methane mixtures (baisdelys. 3 and 4) in the-T space showing the four regions (A, B, C, and D,
where relevant phases are stable) emerging wheméiigane-hydrate and ice/liquid-water phase bougglare superimposed. Ice
phase (I) is stable on the left side of ice/liquidter phase boundary (Zones C and D). Hydrate pfidsés stable above the
methane-hydrate phase boundary (Zones B and DY)alttyfbrms upon coexistence of both liquid (L) &yad (G) phases in stable
Zone B and it can be either under excess wateritbmmsl (i.e., for a given ClHmass the k0 available is> than the required mass to
form the hydrate), or under excess methane condifjioe. for a given 0 mass the ClHavailable is > than the required mass to form
hydrate). Phases are instable out of their stglzitihes and engage in phase transformations.
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Results from Kim et al. (1987) hydrate dissociatexperiments involving depressurization
under different pressure gradient&P] at two different constant temperatures:Pa]

trajectory moves from stable Zone B to unstableeZén leading to hydrate dissociation
(each symbol stands for one experiment and showsintiuced pressure, Ph.B.: phase



boundary); b) time to achieve complete hydrateatisdion for each experiment for different
AP values.
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Results from Kim et al. (1987) hydrate dissociatéperiments involving depressurization
at two different constant temperatures:PaJ paths move from stable Zone B to unstable
Zone A leading to hydrate dissociation, b) timeletion of hydrate saturation due to fast
depressurizations, the vertical axis shows the &thydrate saturation to its initial value.
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Figure5. Example of an unstable state in tRd plane with respect to the hydrate phase boundary.
The rate of change for an unstable phase (in e tiydrate) is a function of the distance

(d) between the phase boundary (in this case, hygtsise boundary) and the curr&T
state (k).
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Numerical modeling results showiriT trajectories with the corresponding phase satmagivolutions for two synthetic cases
involving hydrate dissociation triggered by depugsmtion. Both cases start in Zone B with the samittal pressure and phase
saturations, but at two different initial temperasi a) Case I[;=287.65K; and b) Case [T; =277.15K. In both cases teT paths
move towards the left on reaching the phase boyr(lacause hydrate dissociation is endothermid) thié corresponding, (violet
line) decrease ang (light-blue line) increase (gas is ejected). Irs€4# (lowerT; ) the P-T path crosses the ice/liquid-water phase
boundary, with the corresponding increas§ ifdark-blue line) and the reduction$(light-blue line).
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Numerical modeling results showi T trajectories with the corresponding phase satumativolutions for two synthetic cases
involving hydrate formation by cooling under excesster conditions. Both cases start in Zone A, wlith same initial pressure and
phase saturations: a) in Case lll (i.e., a clogstes) the cooling leads toRareduction because theT path follows the hydrate
phase boundary with a progressive hydrate formdtimiet line), methane consumption (brown line)d& (light blue) increase as
gas vanishes; b) in Case IV hydrate forms and metlbansumes upon tiReT trajectory meeting the hydrate phase boundarynduri
the cooling at constaft
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Figure10. Schematic view of a GHBS specimen (10B-17P), irtitigathe position of ball-valve, and
the thermocouple (Yun et al., 2011).
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Figure11. Depressurization-triggered gas production testliegsymbols) from a natural GHBS core
acquired offshore Korean (Yun et al.,, 2011) togethéh the numerical model outputs
(line): a) the P-T path moves down at (almost) constant temperatwengl the
depressurization in the hydrate stability zone #rah diverges left on reaching the phase
boundary during hydrate dissociation (because hgddissociation is endothermic), b)
pressure reduction during the test, c) gas proonaturing the venting experiment, and d)
temperature time evolution. A slight pressure retltowas observed while the valve was
closed between minutes 180 and 650 (Yun et al.1RGéature that is properly capture by
the numerical model.
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Figure 12. Timeevolution of ground surface elevation (GSE), grosadace temperature (GST), base of ice bearingafeost (BIPF), and the
gas hydrate stability zone (GHSZ) at Mount Elbéx,sAlaska North Slope region based on historiath (Dai et al. 2011). The
depth is based on the current ground surface. Tdrege dotted and pink dashed lines indicate thditions at the two target depths
(i.e., 300m and 650m, respectively) for the two mlsdthis study) with respect to the GHSZ and BIPF.
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Figure 13. a) Bottom: time evolution of pressure and tempeeatd 650m depth (Unit C) at the Mount Elbert skigska North Slope region,
from Dai et al. (2011) and modeling results basedhydrostatic pore pressure from the water tablgr@ind surface elevation and
linear geothermal gradients, respectively. Top: ehddne evolution (current time=0) of phase saturations associated Withnd T
evolutions at the corresponding depth, showingioantis hydrate formation upon continuous gas mignatrom under burden
layers; and b) predicted evolution of phase saturatassociated with the adopte€r trajectory at 650m depth (Unit C) showing
hydrate formation (i.e., from Zones A to B).
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Figure 14. a) Bottom: time evolution of pressure and tempeeattt 300m depth at the Mount Elbert Site, AlaskatiNSlope region, from Dai
et al. (2011) and modeling results based on hyatiospore pressure from the water table at growmthee elevation and linear
geothermal gradients, respectively. Top: model temelution (current timg=0) of phase saturations associated vitand T
evolutions at the corresponding depth, hydrate &ion is limited by the available methane gas (mwe¢hmigration from lower
layers is limited by low permeability strata); imems when temperature reduces below -1°C (i.e.temperature at the ice bearing
permafrost); b) predicted evolution of phase s#itnma associated with the adopteedr trajectory at 300m depth showing limited
hydrate formation (i.e., from Zones A to B), and formation (i.e., from Zones B to D).
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. A pseudo-kinetic model to simulate phase changes in gas hydrate bearing sedimentsis
proposed.

. Themodel isformulated in pressure-temperature (P-T) space and consists of one
parameter determined from gas hydrate dissociation tests.

. Themodel isvalidated using published dissociation tests on synthetic and natural gas
hydrate.

. Themodel is shown to successfully simulate cases involving different P-T paths and
conditions.

. The model is able to deal with a wide range of time scales (from hours to millions of
years).
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